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Abstract

Fake news spreading in social media severely jeopardizes
the veracity of online content. Fortunately, with the interac-
tive and open features of microblogs, skeptical and oppos-
ing voices against fake news always arise along with it. The
conflicting information, ignored by existing studies, is crucial
for news verification. In this paper, we take advantage of this
“wisdom of crowds” information to improve news verifica-
tion by mining conflicting viewpoints in microblogs. First, we
discover conflicting viewpoints in news tweets with a topic
model method. Based on identified tweets’ viewpoints, we
then build a credibility propagation network of tweets linked
with supporting or opposing relations. Finally, with iterative
deduction, the credibility propagation on the network gener-
ates the final evaluation result for news. Experiments con-
ducted on a real-world data set show that the news verification
performance of our approach significantly outperforms those
of the baseline approaches.

Introduction

With everyone serving as an information source, news in
microblogs is substantial and valuable. Meanwhile, various
fake news spreading on microblogs becomes a serious con-
cern recently. For example, it was reported that 92 different
rumors were widely spreading in Sina Weibo (a popular mi-
croblog service in China) during the first two days of the
accident “Malaysia Airlines Flight MH370 Lost Contact”
(Jin et al. 2014). It is a very challenging task to verify news
automatically with the ever-increasing amounts of news in
microblogs.

In this paper, we try to address this news verification is-
sue upon deeper inspections, specifically for the conflicting
viewpoints expressed by microblog users spontaneously re-
garding news. Generally, two kinds of relations exist among
news tweets. One is supporting relation: tweets expressing
the same viewpoint mutually support each other’s credibil-
ity. The other is opposing relation, which is more subtle
and exists among tweets expressing conflicting viewpoints.
As microblogs are open media platforms, people can post
their observations, opinions and feelings immediately when
they read a piece of news. Thus, skeptical and even oppos-
ing voices would arise against the news along with original
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Figure 1: The framework of our proposed approach for news
verification.

supportive voices in the case of fake news. These conflict-
ing voices are very crucial for verifying the truthfulness of
news.

Based on above observations, we propose to exploit the
conflicting viewpoints in microblogs to detect relations
among news tweets and construct a credibility network
of tweets with these relations (Figure 1). First, conflicting
viewpoints are mined through a topic model method. Based
on this result, relations among tweets are revealed: tweets
with the same viewpoint form supporting relations, while
tweets with conflicting viewpoints form opposing relations.
Rather than examining each tweet individually (Kwon et
al. 2013; Gupta et al. 2013; Sun et al. 2013), we then
construct a credibility network by linking tweets with de-
tected relations to evaluate them as a whole. Credibility
values of tweets would influence each other differently as
indicated by these relations. Finally, credibility values of
tweets propagate following these links on the network to
produce a final decision. In the conflicting viewpoints min-
ing process (Figure 2), news tweets are modeled as var-
ious topics. These topics are then clustered into conflict-
ing viewpoints. Compared with traditional opinion mining
methods(Kim and Hovy 2007; Park, Lee, and Song 2011;
Thomas, Pang, and Lee 2006), our topic model is more fo-
cused on finding conflicting relations among tweets rather
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Figure 2: Conflicting viewpoints mining for tweets.

than their sentimental polarities.
In summary, our work makes several main contributions,

including:

1. Mining conflicting viewpoints from tweets about news
with a topic model method. The mining process is specif-
ically designed to deal with viewpoint imbalance issues
which frequently occur.

2. Constructing a credibility network over tweets with sup-
porting and opposing relations established by conflicting
viewpoints mining. Consequently, credibility propagation
on this network is formulated as an optimization problem
and an iterative solution is provided to solve it.

3. Lending itself to desirable early detection of fake news.
Such early alerts of fake news can prevent further spread-
ing of malicious content in social media.

4. Collecting a real-word data set from Sina Weibo. The data
set is comparable in size with most of the recently re-
leased data sets and more importantly, contains ground
truth from authoritative sources for a fair evaluation.

Related Work

Microblogs have gained huge popularity around the world,
however, they also lead to a lot of false information spread-
ing (Zhao, Resnick, and Mei 2015; Friggeri et al. 2014;
Mendoza, Poblete, and Castillo 2010). Generally, exist-
ing studies on news verification could be categorized into
two classes: classification-based approach and propagation-
based approach.

Supervised classification is widely used to identify fake
news. By formulating fake news detection as a two-class
classification problem, the main concern of this approach
is to find effective features for training classifiers. Castillo,
Mendoza, and Poblete (2011) present the problem of false
information detection on Twitter. Focusing on the newswor-
thy topics on Twitter, they provide thorough comparisons of
various classification algorithms and interesting features for
the task. Features are extracted from four aspects: the mes-
sage, user, topic, and propagation features. Subsequently,
similar studies (Yang et al. 2012; Sun et al. 2013) are per-
formed to detect rumors on Sina Weibo with several new
features. Most recently, Wu, Yang, and Zhu (2015) propose a

hybrid SVM classifier which combines a random walk graph
kernel with normal RBF kernel to detect rumors on Sina
Weibo. The graph kernel is utilized to measure tweets’ prop-
agation graphs. With some intuitive rules, a tweet’s propaga-
tion graph are pruned to represent its attributes concisely.

Rather than classifying each tweet individually, the prop-
agation approach is presented recently to evaluate tweets
credibility as a whole with inter-tweets links. Gupta, Zhao,
and Han (2012) optimize the initial tweet classification re-
sults with a credibility propagation approach. Specifically,
they evaluate an event’s credibility by propagating credibil-
ity values between users, tweets and events. The entities’
credibility values are initialized with results from classifier
and optimized through propagation iterations. Entities are
linked based on similarities. Recently, Jin et al. (2014) point
out the user layer is misleading and they introduce a sub-
event layer in the credibility network to capture deeper se-
mantics within an event.

However, existing propagation-based methods ignore the
crucial opposing relation among tweets. In this work, we ex-
ploit both supporting and opposing relations among tweets
to potentially improve the performance of news verification.

Definitions

In microblogs, a piece of news consists of all tweets con-
cerning it. Therefore, the credibility of tweets determines the
news credibility altogether. Tweets in news are not isolated
but linked with each other with supporting/opposing rela-
tions to different degrees. Theses relations are determined by
the viewpoints tweets hold. Formal definitions for involved
entities are listed as followings.

Definition 1 Tweet: A tweet is a message posted by a user
along with its social context.

Compared with traditional news reports, tweets on social
media like microblogs have several unique features: 1) con-
tent features (text contents, hash tag topics, external URL
links), 2) social features (forward times, comment times),
and 3) user features (user profiles, social relations). These
features are useful for initializing tweet credibility value
(Castillo, Mendoza, and Poblete 2011) and computing inter-
tweet implications (Gupta, Zhao, and Han 2012).

Definition 2 News Event: In microblogs, a news event is
considered as a set of tweets containing certain keywords
during a certain period of time.

With this definition, news credibility is computed as the
average credibility of all tweets it contains. Some existing
studies assume one tweet per news event (Kwon et al. 2013;
Sun et al. 2013; Wu, Yang, and Zhu 2015). However, it is of-
ten difficult to find the appropriate single tweet for a certain
news event. This simple assumption also ignores inter-tweet
relations and other details.

Definition 3 Viewpoint: A viewpoint is an implicitly ex-
pressed instance in response to the news.

The original set of tweets representing news is complex,
containing both positive arguments supporting the news and
the negative ones questioning or refuting it. These two dif-
ferent sentiments towards news are defined as viewpoints
in this paper. Compared with topic or sub-event (Jin et al.
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2014), viewpoints, which contain sentimental information,
is more informative to discern deeper semantics of news.

Mining Conflicting Viewpoints

Supporting and opposing relations are very critical in credi-
bility propagation among tweets. On one hand, tweets with
the same viewpoints form supporting relations to rise their
credibility. On the other hand, tweets with contradicting
viewpoints form opposing relations to weaken each other’s
credibility. Therefore, supporting and opposing relations
will help us to judge news credibility from an overall per-
spective.

Traditional supervised opinion mining methods aim to de-
tect sentimental polarities (negative/positive) of documents.
However, in the context of news verification, we are more
interested in the conflicting relations between tweets rather
than their actual sentiments. Recently, Trabelsi and Zaiane
(2014) enhance the LDA topic model (Blei, Ng, and Jor-
dan 2003) for mining conflicting viewpoints in documents.
But their assumption that conflicting viewpoints distributed
evenly in each topic is impractical for news on social me-
dia, because public opinions in social media are often lean-
ing to one side. To address these limitations, we propose to
mine conflicting viewpoints from news tweets with unbal-
anced viewpoints.

First, each tweet is modeled as a pair of dependent mix-
tures: a mixture of topics and a mixture of viewpoints for
each topic. Each topic-viewpoint pair is represented by a
probability distribution over document terms. These topic-
viewpoints are then clustered into conflicting viewpoints
clusters.

The generative process of this model is:

1. for each topic-viewpoint pair kl, draw a multinomial dis-
tribution over the vocabulary:φkl ∼ Dir(β).

2. for each tweet t

(a) draw a topic mixture: θt ∼ Dir(α),
(b) for each topic k, draw a viewpoint mixture: ψtk ∼

Dir(γ),
(c) for each term wtn: sample a topic assignment ztn ∼

Mult(θt); sample a viewpoint assignment vtn ∼
Mult(ψtztn); sample a term wtn ∼Mult(φztnvtn).

Here, Dir(·) is a Dirichlet distribution, Mult(·) is a
multinomial distribution, α, β, γ are fixed Dirichlet’s param-
eters. The three hidden parameters (φkl, ψtk, θt) can be in-
ferred using the collapsed Gibbs Sampling algorithm (Grif-
fiths and Steyvers 2004).

It has been proved that a topic-viewpoint pair is likely
to be more similar to viewpoints from the same topic than
viewpoints from different topics (Trabelsi and Zaiane 2014).
If the distance between the topic-viewpoints of the same
topic is large enough (larger than a given threshold h), they
most probably belong to different viewpoints. Therefore, we
set a threshold parameter to control the cannot-link con-
straints during clustering: topic-viewpoints with cannot-link
constraint must be separated into different viewpoints after
clustering.

The distance between two topic-viewpoints is computed
as the Jensen-Shannon Distance (DJS) (Heinrich 2005) of
their probability distributions. Jensen-Shannon Distance is
the symmetric version of the Kullback-Leibler Divergence
(DKL), which is a commonly used difference measure for
probability distributions:

DJS(φ||φ′) = 1

2
[DKL(φ||φ̂) +DKL(φ

′||φ̂)] (1)

DKL(φ||φ̂) =
∑
t

φt[log2φt − log2φ̂t] (2)

here, φ and φ′ are topic-viewpoint distributions and φ̂ is the
average of φ and φ′.

In summary, conflicting viewpoints mining for tweets set
with unbalanced viewpoints involves three main procedures:

1. Modeling a news corpus as a collection of topic-viewpoint
pairs.

2. Computing the distances between topic-viewpoints of the
same topic, and then comparing them with the pre-defined
threshold h to form cannot-link constraints.

3. A constrained k-means clustering algorithm (Wagstaff et
al. 2001) is applied under the computed constraints to
cluster topic-viewpoints into two conflicting viewpoints.
With above steps, topic-viewpoints of the same view-

points are clustered together and conflicting topic-
viewpoints are separated.

Credibility Network with Conflicting Relations

To exploit inter-tweet relations for news verification, we
link tweets to form a credibility network. In the defined
credibility network, n tweets (t1...n) are linked with each
other. There are two kinds of links: supporting links between
tweets taking the same viewpoint and opposing links be-
tween tweets taking different viewpoints. The tweet-tweet
link is defined as a function f(ti, tj). The function’s po-
larity (positive/negative) defines the link type (support-
ing/opposing) and its value defines the link degree.

After all the tweets are linked and links are computed, ini-
tial credibility values are given to individual tweets, which
are then propagated over the network until convergence. The
credibility of a tweet is defined as a numeric value, and a
threshold is used to determine it as real or fake. We define
the credibility value ∈ [−1, 1] and use 0 as the fixed thresh-
old. The initial values are obtained from the predictions of a
classifier trained at the tweet level with the extracted features
and labeled training data.

Link Definition

The output of conflicting viewpoints mining is used to define
the tweet-tweet link f(ti, tj). The model distributions gen-
erated by the topic model in conflicting viewpoints mining
is utilized to compute the distance between tweets; the view-
points clustering result is used to determine the link type.

During conflicting viewpoints mining, a tweet t is mod-
eled as a multinomial distribution θt over K topics, and a
topic k is modeled as a multinomial distribution ψtk over L
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viewpoints. So the probability of a tweet t over topic k along
with L viewpoints is computed as p tk = θt · ψtk. The dis-
tance between two tweets t and t′ are measured by using the
Jensen-Shannon Distance: Dis(t, t′) = DJS(p tk||p t′k).
By taking the reciprocal of it, the distance is transformed to
a similarity score.

Moreover, the type of link should be determined: support-
ing or opposing. It is reasonable to assume each tweet con-
veys only one major topic-viewpoint as tweets are very short
messages. The largest proportion of p tk is defined as the
major topic-viewpoint of t. If the major topic-viewpoints of
two tweets are clustered together (they take the same view-
point), then they are mutually supporting; otherwise, they
are mutually opposing. The final similarity/dissimilarity
measure of two tweets is defined as:

f(ti, tj) =
(−1)a

DJS(p tik||p tjk) + 1
(3)

where a is the link type indicator: a = 0 if ti, tj taking the
same viewpoint; otherwise, a = 1.

Credibility Propagation
By formulating the credibility propagation on the credibility
network as a graph optimization problem, entities’ credibil-
ity values are propagated to obtain a final result (Yin, Han,
and Yu 2008; Yin and Tan 2011; Vydiswaran, Zhai, and
Roth 2011). However, negative(opposing) links existing in
the network need specific attentions when defining the loss
function.

Optimization Formulation

In the proposed credibility network there are one tweet cred-
ibility vector T = {C(t1), ..., C(tn)} (C(ti) denotes the
credibility value of tweet ti), and a n × n tweet-tweet link
matrix W = [f(ti, tj)]. With the link definition in the last
section, W is symmetric but contains negative values.

To formulate credibility propagation as a graph optimiza-
tion problem, we make two assumptions over this network:
entities with supporting relations should have similar cred-
ibility values; entities with opposing relations should have
opposite credibility values. Thus, the following loss function
is employed (Zhou et al. 2004).

Q′(T) = μ
n∑

i,j=1

Wi,j

(
C(ti)√
Di,i

− C(tj)√
Dj,j

)2

+(1− μ)‖T−T0‖2
(4)

where, D is a diagonal matrix, because Di,j =
∑

k Wi,k ,
and 0 < μ < 1 is a regularization parameter.

However, this loss function is not convex for Wi,k may
be negative. A non-convex function may have many local
minima, and is extremely difficult to optimize. To handle
both similarity and dissimilarity, the loss function is rede-
fined (Goldberg, Zhu, and Wright 2007):

Q(T) = μ
n∑

i,j=1

|Wi,j |
(

C(ti)√
D̄i,i

− si,j
C(tj)√
D̄j,j

)2

+(1− μ)‖T−T0‖2
(5)

where D̄i,j =
∑

k |Wi,k| and si,j =
{

1, if Wi,j ≥ 0
−1, if Wi,j < 0

.

The differences between the two loss functions are in the
first term. In order to minimize Q(T): when Wi,j ≥ 0,
ti and tj are mutually supporting, they should have simi-
lar credibility values; when Wi,j < 0, ti and tj are mutu-
ally opposing, they should have opposite credibility values
or values both close to zero.

In our loss function (5), the first term is the smoothness
constraint which guarantees the two assumptions of support-
ing and opposing relations; the second term is the fitting con-
straint to ensure variables not change too much from their
initial values; and μ is the regularization parameter to trade
off two constraints. Then the credibility propagation on pro-
posed network is formulated as the minimization of this loss
function:

T∗ = argmin
T

Q(T) (6)

An Iterative Solution

With derivatives, the analytical solution to the objective
function (6) can be easily derived as:

T∗ = (1− μ)(I− μH)−1T0. (7)

here, H = D̄−1/2WD̄−1/2.
The multiplication and inversion involved in this solution

are time-consuming for a large matrix. It is very expensive
or impractical to compute it given the large number of tweets
in social media. Therefore, we provide an iterative solution
to minimize the loss function. Moreover, we can prove it
converges to the optimal solution.

The iterative process of the k-th iteration is defined as:

T(k) = μHT(k − 1) + (1− μ)T0 (8)
Now, we prove that it converges to the optimal solution.

From (8), we have:

T(k) = (μH)k−1T0 + (1− μ)

k−1∑
i=0

(μH)
i
T0 (9)

Since 0 < μ < 1 and H is similar to a stochastic matrix,

lim
k→∞

(μH)k−1 = 0 and lim
k→∞

k−1∑
i=0

(μH)
i
= (I− μHT)−1,

T∗ = lim
k→∞

T(k) = (1− μ)(I− μH)−1T0 (10)

Therefore, the iterative solution (8) is proved to converge
to the optimal solution for the optimization problem.

As the iteration converges, each tweet receives a final
credibility value, and the average of them is served as the
final credibility evaluation result for the news.

Experiments

Data Set

News verification on social media is a fairly new problem,
no standard data set is publicly available at the moment.
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Table 1: Details of our data set.
Fake News Real News All

Count 73 73 146
#Tweets 23456 26257 49713

#Distinct User 21136 22584 42310

Therefore, we build a data set collected from Sina Weibo for
performance evaluation. This data set contains 73 fake news
and 73 real news composed of 49,713 tweets, and involves
42,310 distinct users (Table 1).

To form a convincing ground truth, the fake news in this
data set were collected from top fake news rank lists selected
by authoritative sources, such as Xinhua New Agency; the
real news are from a hot news discovery system of Xinhua
News Agency. We find that even a ”dummy” algorithm clas-
sifying all news events as real will achieve a very high accu-
racy if the number of fake news events is much smaller than
the number of real ones and most existing studies also use
balanced or near-balanced data sets. Therefore, we randomly
sampled an equal number of real news. For each news, we
extracted its keywords and duration time. With this informa-
tion, we crawled tweets on Sina Weibo for this news. Af-
ter removing duplicated news and news with less than 20
tweets, we finally build a balanced data set of 146 news.

We emphasize that our data set is comparable in size to
those in existing studies in terms of news events while con-
tains nearly 10 times more tweets. For example, in most
recent studies, the two data sets in (Gupta, Zhao, and Han
2012) have 67 and 83 fake events respectively and the re-
sults in (Wu, Yang, and Zhu 2015) are reported on a set of
about 5,000 tweets. Although Sina Weibo is the only data
set source in this paper, our proposed method have little de-
pendency on data platform or language type.

Performance Evaluation

We compare the performance of proposed approach to sev-
eral baseline methods for the task of news verification.

Performance Measures To evaluate the performance
quantitatively, we consider several performance measures:
1) Accuracy is the percentage of correctly identified fake
and real news. It is an overall measurement; 2) Precision and
recall for fake news and real news, respectively, represent a
model’s effectiveness on indentifying each class; 3) F1 score
is computed as the harmonic mean of precision and recall.

Experiment Setup We compare our approach with sev-
eral existing methods in literatures. All these methods and
experimental setup for them are listed here.

Castillo(2011) (Castillo, Mendoza, and Poblete 2011): A
classification method at the news event level. To train the
classifier, features of tweets in an event are aggregated to
the event level. Reported result comes from a decision tree
classifier through standard 4-fold cross validation procedure.
47 features from various aspects are extracted for training.

Kwon(2013) (Kwon et al. 2013; Wu, Yang, and Zhu
2015; Gupta et al. 2013): A classification method at tweet
level. We trained a SVM classifier with 42 features extracted

Figure 3: Fake news early detection.

from three aspects: contents, users and social relations. The
reported results are gained with a 4-fold cross validation.
Credibility of news is generated as the average of credibility
values of all tweets it contains.

The prediction outputs of this method serve as the ini-
tial credibility values for following two propagation-based
methods.

Jin(2014) (Jin et al. 2014): A most recent propagation-
based method. For parameters in this model, we take the
same settings as (Jin et al. 2014).

CPCV: Credibility Propagation with Conflicting View-
points, our proposed method. For conflicting viewpoints
mining, we take the same hyper-parameter settings in (Tra-
belsi and Zaiane 2014) for topic model, and we set the topics
number K = 10, viewpoints number fixed as 2 and view-
points clustering threshold h = 0.95. For regularization pa-
rameter in (5), we take the setting in (Zhou et al. 2004) as
0.99. The reported results are an average of 20 rounds, as the
unsupervised topic model varies slightly in different runs.

Performance Comparison and Discussion From the per-
formance comparison results in Table 2, we can observe that:

• Generally propagation-based approaches (Jin(2014) and
CPCV) perform better than classification-based ap-
proaches (Castillo(2011) and Kwon(2013)). This is rea-
sonable as propagation-based approaches exploit inter-
tweet information.

• Our proposed method CPCV achieves the best result
among all the methods for all evaluation measures. It
reaches an overall news verification accuracy of 84%.

• CPCV significantly improves the accuracy performance
by 4% compared with Jin(2014), because CPCV exploits
sentimental conflicting relations among tweets in addition
to common similarity relations.

The results validate the importance of supporting and op-
posing relations in news verification task and prove the ef-
fectiveness of conflicting viewpoints mining in our model.

Fake News Early Detection Another interesting experi-
ment is fake news early detection, which aims to give early
alerts of fake news. By setting a detection delay time, start-
ing from the first tweet of news, only tweets posted no later
than the delay time can be used for verification. It is a very
challenging task to verify news with such limited informa-
tion. But it is desirable for detecting fake news in a real-time
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Table 2: Performance comparisons on our proposed data set.
Accuracy F precision F recall F F1 R precision R recall R F1

Castillo(2011) 0.74 0.746 0.726 0.736 0.733 0.753 0.743
Kwon(2013) 0.787 0.739 0.89 0.807 0.832 0.685 0.763

Jin(2014) 0.801 0.75 0.904 0.82 0.879 0.699 0.779
CPCV 0.84 0.786 0.933 0.853 0.918 0.747 0.823

Figure 4: Accuracy of CPCV with varying μ.

situation: giving early alerts of fake news can prevent further
spreading of malicious content on social media.

We compare the accuracy of news verification task by Jin
(2014) and our proposed method (Figure 3):

• Accuracies of both methods increase along with the in-
crease of detection delay time, because more information
is available as time passed by.

• CPCV yields significantly better results than Jin(2014) on
each time point except that their results are similar at 36
hours. Especially in the earlier stages, when the delay time
is 12 hours, the verification accuracy of CPCV is 0.76
while that of Jin(2014) is 0.657. This result shows our
method performs even better at early time stages of fake
news.

• Another interesting observation is that the accuracy of
CPCV at 60 hours (0.818) is already higher than that of
Jin(2014) with all tweets used (0.801), which indicates
our approach achieves better results than Jin(2014) even
with only partial (about two-thirds) information available.

Impact of Regularization Parameter μ In the formula-
tion of credibility propagation, the regularization parameter
serves as a trade-off between tweets’ links and tweets’ initial
values. To examine its impact on the performance, we plot
the accuracy of CPCV with varying μ (Figure 4). The best
performance is reached at μ = 0.99. This means the link im-
plications are very important in this model. Since links are
formed and computed through conflicting viewpoints min-
ing, which further validates the success of our exploitation
of supporting and opposing relations among tweets.

Impact of Conflicting Viewpoints Clustering As CPCV
is dependent on the performance of conflicting viewpoints
mining, we evaluate it under different setting of two key pa-
rameters to inspect this influence. (These parameters are not
used in Jin(2014), we draw its result as a contrast in the com-
parisons)

Figure 5: Accuracy comparison with varying topic numbers.

Figure 6: Accuracy comparison with varying clustering
threshold.

In Figure 5, we plot the accuracy performance of CPCV
with respect to different choices of topic number K. With
the topic number changing from 3 to 25, the verification
accuracy varies between 0.82 an 0.84. Despite its varia-
tion, the performance of CPCV is always better than that
of Jin(2014), even in the worst case (when topics number is
5).

In Figure 6, we plot the accuracy performance of CPCV
with different setting of viewpoints clustering threshold h.
The accuracy of CPCV varies in a narrow range from 0.83
to 0.84 while h changes from 0.7 to 1.2. So CPCV is quite
stable with respect to clustering threshold h. Moreover, the
performance of CPCV is still better than that of Jin(2014)
under different settings of h.

Conclusion

In this paper, we exploit conflicting social viewpoints in
a credibility propagation network for verifying news auto-
matically in microblogs. The credibility network of tweets
is constructed with both supporting and opposing relations
computed from the viewpoints distributions of tweets. Con-
flicting viewpoints are discovered with an unsupervised
topic model method. By formulating credibility propagation
on this network as a graph optimization problem, we define
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a sensible and effective loss function and provide an itera-
tive optimal solution. Analysis of experimental results on a
data set collected from Sina Weibo shows the effectiveness
of our approach.
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