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Abstract

Unsupervised domain adaptation (UDA) deals with the task
that labeled training and unlabeled test data collected from
source and target domains, respectively. In this paper, we par-
ticularly address the practical and challenging scenario of im-
balanced cross-domain data. That is, we do not assume the
label numbers across domains to be the same, and we also
allow the data in each domain to be collected from multiple
datasets/sub-domains. To solve the above task of imbalanced
domain adaptation, we propose a novel algorithm of Domain-
constraint Transfer Coding (DcTC). Our DcTC is able to ex-
ploit latent subdomains within and across data domains, and
learns a common feature space for joint adaptation and classi-
fication purposes. Without assuming balanced cross-domain
data as most existing UDA approaches do, we show that our
method performs favorably against state-of-the-art methods
on multiple cross-domain visual classification tasks.

1 Introduction

For standard machine learning and pattern recognition prob-
lems, training and test data are typically collected from the
same domain. This allows the learning model observed by
training data to exhibit sufficient generalization, so that the
test data can be recognized or fit by the derived model. How-
ever, if the above data are collected from different domains,
i.e., if the feature distributions of training and test data are
very different across domains, one cannot expect the models
learned in one domain to be generalized to cope with data in
the target domain.

Domain adaptation (DA) deals with the problem in which
training and test data are collected from source and target
domains, respectively. With the goal to eliminating the do-
main bias, DA can be divided into two categories depending
on the availability of the labeled data in the target domain:
semisupervised and unsupervised domain adaptation. In this
paper, we address the task of unsupervised domain adapta-
tion (UDA), which allows labeled data to be presented in the
source domain, while only unlabeled data can be observed
in the target domain. In particular, we focus on UDA with
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imbalanced cross-domain data. To be more precise, the la-
bel numbers across domains can be different, and the source
and/or target domain data can be collected from multiple
datasets (with unknown numbers).

As we discuss later in Section 2, most existing UDA
approaches are not designed to handle imbalanced cross-
domain data (Kulis, Saenko, and Darrell 2011; Pan et al.
2011; Gong et al. 2012; Fernando et al. 2013; Baktash-
motlagh et al. 2013; Long et al. 2014; Baktashmotlagh et
al. 2014). They typically assume that both source and tar-
get domains contain data with the same number of cate-
gories, and are not particularly designed to deal with mixed-
domain problems (i.e., data in each domain are collected
from a single dataset or exhibit similar feature distribu-
tions). While some recent works like (Hoffman et al. 2012;
Gong, Grauman, and Sha 2013b; Xu et al. 2014) have been
proposed to address the above mixed-domain problems, they
either require the prior knowledge of the domain numbers
during the learning process. Nevertheless, existing UDA
works typically do not consider the scenario of imbalanced
label numbers across domains.

To solve UDA with imbalanced cross-domain data, we
propose Domain-constraint Transfer Coding (DcTC) in this
paper. As detailed in Section 3.2, our DcTC aims to de-
rive a domain invariant space for aligning and represent-
ing cross-domain data, while sub-domain locality informa-
tion can be properly preserved. We perform comprehensive
experiments on cross-domain classification with three dif-
ferent settings: standard UDA with balanced cross-domain
data, UDA with mixed-domain data, and UDA with imbal-
anced cross-domain label numbers. Our experimental results
would verify the effectiveness of our DcTC in dealing with
different cross-domain classification tasks.

2 Related Work

In general, two different strategies have been applied to
address the task of unsupervised domain adaptation: fea-
ture space learning (Pan et al. 2011; Long et al. 2013b;
Gong et al. 2012; Baktashmotlagh et al. 2013; Fernando et
al. 2013) and instance reweighting (Sugiyama et al. 2008;
Huang et al. 2006; Chattopadhyay et al. 2013). Some recent
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works further integrate the above strategies and thus can be
viewed as hybrid methods (Gong, Grauman, and Sha 2013a;
Long et al. 2014; Baktashmotlagh et al. 2014).

For feature space learning, the general idea is to derive
a common feature space for representing projected source
and target-domain data, so that the domain mismatch in this
space can be diminished. Based on minimizing the maxi-
mum mean discrepancy (MMD) for data across domains,
transfer component analysis (TCA) (Pan et al. 2011) is pro-
posed to match marginal distributions of cross-domain data
under the UDA setting. It is extended by joint distribution
adaptation (JDA) (Long et al. 2013b), which additionally
minimizes the difference between the class-conditional dis-
tributions of cross-domain data. Since no label information
is available in the target domain, JDA applies the labels pre-
dicted by source-domain classifiers as the pseudo labels for
completing the above process.

Different from MMD-based approaches, geodesic flow
kernel (GFK) (Gong et al. 2012) projects source and target-
domain data onto a Grassmann manifold, while the interme-
diate samples along the geodesic curve between projected
cross-domain data can be applied for representation and
adaptation. Subspace alignment (SA) (Fernando et al. 2013)
aligns the PCA subspaces derived by source and target-
domain data, respectively, so that DA can be performed in
the resulting feature space. Transfer sparse coding (TSC)
(Long et al. 2013a) applies sparse coding to represent source
and target-domain data, while they use data from both do-
mains for learning the common domain-invariant dictionary.

On the other hand, the goal of instance reweighting
is to select or reweight source-domain instances, so that
cross-domain data distributions can be better observed and
matched. For example, the work of (Bruzzone and Mar-
concini 2010) selects source-domain data to learn classi-
fiers for recognizing target-domain instances. The approach
of (Chattopadhyay et al. 2013) reweights source-domain in-
stances and actively selects a number of target-domain ones
for minimizing domain mismatch. Transfer joint matching
(TJM) (Long et al. 2014) observes the relevance of source-
domain data to the target-domain ones by introducing a �2,1-
norm regularizer, followed by matching cross-domain dis-
tribution. A recent method of (Gong, Grauman, and Sha
2013a) reweights source-domain instances by minimizing
the MMD criterion between source and target domain, and
apply GFK for completing the adaptation process.

To deal with multiple latent sub-domains for UDA, the
approach of (Hoffman et al. 2012) partitions the source do-
main into a predetermined number of latent sub-domains
based on their structural information. Based on the same
idea, the method of (Gong, Grauman, and Sha 2013b) ap-
plies the partition strategy of maximizing the distinctive-
ness and learnability of cross-domain data. Extended form
exemplar-SVMs (Malisiewicz et al. 2011), low-rank exem-
plar SVM (LRE-SVM) (Xu et al. 2014) is proposed to deal
with UDA with mixed source or target domain data by ex-
ploiting their underlying low-rank structures. Nevertheless,
the above UDA approaches either require the number of sub-
domains as the prior knowledge, or they cannot handle the
imbalanced label numbers across domains. In the following

section, we will introduce our proposed Domain-constraint
Transfer Coding (DcTC), and explain why it is preferable in
solving such practical and challenging tasks.

3 Our Proposed Method

3.1 Problem Settings and Motivations

Given the data in source and target domains as DS =
{(xs

1, y
s
1), . . . , (x

s
nS

, ysnS
)} = {XS ,yS} and DT =

{(xt
1, y

t
1), . . . , (x

t
nT

, ytnT
)} = {XT ,yT }, respectively, we

have XS ∈ R
d×nS and XT ∈ R

d×nT represent nS and
nT d-dimensional instances in each domain, and entries in
yS ∈ R

nS×1 and yT ∈ R
nT×1 denote their correspond-

ing labels (from 1 up to C). For unsupervised domain adap-
tation, yT is not known during the training process, and
thus our proposed method aims at predicting yT using the
observed DS and XT . Moreover, when dealing with im-
balanced cross-domain data, we allow XS and XT to be
collected from multiple datasets (or sub-domains), and the
source-domain label number can be greater than or equal to
that in the target domain.

Based on approaches like (Pan et al. 2011; Long et al.
2013b; Baktashmotlagh et al. 2013; Long et al. 2014), we
share the same goal of learning a domain invariant projec-
tion A ∈ R

d×dc , which results in a dc-dimensional feature
space for associating cross-domain data. However, differ-
ent from the above methods, we do not focus on matching
cross-domain data distributions, as existing MMD-based ap-
proaches do. This is because such methods typically require
the approximation of marginal and/or class-conditional data
distributions, which might not be sufficient for matching im-
balanced cross-domain data as verified by later experiments.

Inspired by the recent success of sparse coding, we pro-
pose Domain-constraint Transfer Coding (DcTC) which
can be viewed as a hybrid approach of instance selection
and joint feature space learning. When deriving a domain-
invariant projection A ∈ R

d×dc for adaptation, we con-
sider the projected target-domain data XT can be linearly
and sparsely represented by the source-domain data in that
space. In other words, we need to jointly determine V =
{vi}nT

i=1 ∈ R
nS×nT , which is the sparse coefficients of the

projected target domain data. In addition, inspired by Lapla-
cian sparse coding (Gao et al. 2010) and locality-constrained
linear coding (Wang et al. 2010), we further incorporate
a data locality constraint for preserving the observed sub-
domain structure. As verified by the experiments, by inte-
grating domain-invariant transformation and sparse repre-
sentation with preserved sub-domain information, our DcTC
would exhibit excellent ability in solving UDA problems
with imbalanced cross-domain data.

3.2 Domain-constraint Transfer Coding

For standard pattern recognition tasks using sparse represen-
tation, one can apply training instances for linearly recon-
structing the test data. In other words, if there is no domain
difference, UDA can be approached by solving the following
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problem:

min
V

nT∑
i=1

∥∥xt
i −XSvi

∥∥2
2
+ α ‖vi‖1 , (1)

where vi is the sparse code of the ith unlabeled test data xt
i,

while α is the parameter for controlling the sparsity.
Unfortunately, for most domain adaptation tasks, the

domain difference between source and target domains is
not negligible. Without projecting cross-domain data into
a properly defined feature space, one cannot apply (1) to
describe the target-domain data and predict their labels.
Thus, we advance an orthogonal transformation matrix A
as a domain-invariant projection, which allows us to project
source and target-domain into a joint feature space for repre-
sentation and adaptation purposes. Now, we reformulate (1)
as follows:

min
A,V

nT∑
i=1

∥∥A�xt
i −A�XSvi

∥∥2
2
+ α ‖vi‖1 + λ ‖A‖2F

s.t. A�XHX�A = I.

(2)

In (2), we have the data matrix X = [XT ,XS ] and H =
I − 1

nS+nT
1 the centering matrix, where 1 is the (nS +

nT )× (nS +nT ) matrix of ones. The parameter λ penalizes
the regularizer. As suggested in (Pan et al. 2011; Long et al.
2013b), the constraint for preserving the covariance of the
projected cross-domain data is imposed in (2).

There are two major concerns of the above formulation.
First, standard sparse representation algorithms like (1) and
(2) do not guarantee similar coding outputs given that the
input data xt are close to each other. More importantly, for
UDA problems with imbalanced cross-domain data, one not
only needs to deal with possible mismatch of label numbers
across domains, there would exist multiple sub-domains
within source and/or target domains. This is the reason why
we advocate the use of a data locality constraint instead
of the sparsity one, aiming at preserving the observed sub-
domain structures in the resulting feature space.

More precisely, we replace the �1-norm term in (2) by a
locality term, and solve the following optimization problem:

min
A,V

nT∑
i=1

∥∥A�xt
i −A�XSvi

∥∥2
2
+ α ‖di � vi‖22 + λ ‖A‖2F

s.t. A�XHX�A = I.
(3)

In (3), the symbol � denotes element-wise multiplication,
and di is the locality adaptor in which each entry dik indi-
cates the distance between an instance xi and the kth column
of codebook in the projected space. We note that, for sim-
plicity, we fix both α and λ as 1 in our work, and we provide
additional analysis of parameter sensitivity in our experi-
ments. In our work, we apply an �2-norm locality adaptor
as follows:

dik =
∥∥A�xt

i −A�xs
k|
∥∥
2
. (4)

It can be seen that, given labeled source-domain and
unlabeled target-domain data, our proposed DcTC learns
a domain-invariant transformation A, which exploits the
sub-domain structures of cross-domain data (in the result-
ing feature space) for representation and adaptation. More-
over, since each projected target-domain instance would
be sparsely and locally represented by selected (and rele-
vant) source-domain ones, the challenging task of the imbal-
anced label numbers across domains can be addressed. It is
worth repeating that, our approach does not require any prior
knowledge on the number of sub-domains as some prior
UDA methods do, while most existing UDA algorithms can-
not handle the problem of imbalanced label numbers.

After solving (3), we directly apply the transformation
matrix A and the sparse code vi of each target-domain in-
stance xt

i for performing cross-domain classification. This
can be simply achieved by advancing the technique of
sparse-representation based classification (SRC) (Wright et
al. 2009). That is, the label of xt

i is determined by the mini-
mum class-wise reconstruction error:

c∗ = argmin
c

∥∥A�xt
i −A�Xc

Sv
c
i

∥∥2
2
, (5)

where Xc
S = [xs

1,c,x
s
2,c, · · · ,xs

ns
c,c

] ∈ Rd×ns
c denotes the

source instances of class c and vc
i denotes the sparse code

of xt
i with respect to class c. Therefore, we have vi =

[v1
i ,v

2
i , · · · ,vC

i ].

3.3 Optimization

To solve the proposed DcTC of (3), we apply alternative
optimization for solving the transformation A and the
sparse code V, as described below.

i) Optimizing transformation matrix A
To solve (3) with respect to A with fixed V, the first term∑nT

i=1

∥∥A�xt
i −A�XSvi

∥∥2
2

can be reformulated as:

tr(A�(XT −XSV)(XT −XSV)�A) = tr(A�XWX�A),

where X = [XT ,XS ] and

W =

[
InT

−V�

−V VV�

]
.

Thus, to determine the optimal A, we solve the following
problem:

min
A

tr(A�XWX�A)) + α

nT∑
i=1

‖di � vi‖22 + λ ‖A‖2F

s.t. A�XHX�A = I.
(6)

Note that we apply a specific distance measurement in
our locality adaptor di, and apply �2 norm to calculate di.
As a result,

∑nT

i=1 ‖di � vi‖22 in (6) can be rewritten as∑nT

i=1

∑nS

k=1 d
2
ik · v2ik = tr(A�XW̃X�A), in which

W̃ =

[
νT −ν�
−ν νS

]
,
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Algorithm 1 Domain-constraint Transfer Coding (DcTC)
for Imbalanced Unsupervised Domain Adaptation
Input: Source and target-domain data XS , XT ; source-

domain label yS ; feature space dimension dc; regular-
ization terms α and λ

1: Initialize sparse code V0 by (10) and domain-invariant
transformation A0 by (11)

2: while not converge do
3: Update V by (9)
4: Update A by (8)
5: end while
6: Predict the label yT of XT (5)

Output: Target-domain label yT

ν = V � V, νik = vik
2, νT is a diagonal matrix with

νT ii =
∑nS

k=1 νik (for i = 1 to nT ), and νS is a diagonal
matrix with νSkk =

∑nT

i=1 νik (for k = 1 to nS).
With the above derivation, we rewrite (6) as follows:

min
A

tr(A�XWX�A)) + αtr(A�X˜WX�A)) + λ ‖A‖2F
s.t. A�XHX�A = I.

(7)

The Lagrange function of (7) becomes

L =tr(A�(λI+X(W + αW̃)X�)A)

+ (I−A�XHX�A)Ψ,

where Ψ = diag([ψ1, ψ2, · · · , ψdc ]) as the Lagrange mul-
tiplier, and dc is the number of columns in transformation
matrix A. Set ∂L

∂A = 0, ∂L
∂Ψ = 0, we obtain

(λI+X(W + αW̃)X�)A = XHX�AΨ. (8)

Finally, the optimal solution A can be derived by solving
the dc smallest eigenvectors from (8).

ii) Optimizing the sparse code V
To optimize the sparse code V in (3) given fixed A, we first
reformulate the objective function below:

min
V

nT∑
i=1

∥∥A�xt
i −A�XSvi

∥∥2
2
+ α ‖di � vi‖22

= min
V

nT∑
i=1

∥∥A�xt
i −A�XSvi

∥∥2
2
+ α ‖Di · vi‖22 ,

where Di = diag(di). For each sparse coefficient vi, it can
be derived by:

vi =
(
XS

�AA�XS + αDi
�Di

)−1

XS
�AA�xt

i. (9)

iii) Remarks on optimization initialization.
Based on the above derivations, we alternate between the op-
timization of A and V for deriving the final solution. How-
ever, since the initialization step is critical for performing
UDA, we provide additional discussions below.

Webcam DSLR

Figure 1: Example images of laptop computer from the Of-
fice + Caltech-256 datasets.

In our work, we initialize the sparse code V through

V0 =
1

nS
· 1nS×nT

. (10)

That is, when starting the determination of the transforma-
tion matrix A, we do not enforce our locality constraint and
allow the source-domain data to have equal contributions.
This would alleviate possible locally optimized solution due
to over-emphasizing the contributions of selected source-
domain samples in the initial stage of the optimization. Thus,
we set α = 0 and solve the following eigenvalue decompo-
sition problem in our first iteration:

(λI+XWX�)A0 = XHX�A0Ψ. (11)

The pseudo code of our proposed DcTC for UDA can be
summarized in Algorithm 1.

4 Experiments

4.1 Dataset and Settings

To evaluate the performance of our proposed DcTC for
UDA, we choose to address the task of cross-domain vi-
sual classification using benchmark datasets with different
UDA settings (i.e., balanced/imbalanced label numbers and
mixed-domain problems), as described below.

We consider Office (Saenko et al. 2010) and Caltech-
256 (Griffin, Holub, and Perona 2007) datasets. The former
contains three data domains: Amazon (images downloaded
from the Internet), Webcam (low-resolution images captured
by web cameras), and DSLR (high-resolution images cap-
tured by DSLR cameras). A total of 31 object categories
with 4,652 images are available for the Office dataset. As
for Caltech-256, it consists of 256 object categories with
30,607 images. Following (Gong et al. 2012), 10 overlap-
ping object categories are chosen from the 4 domains of
Amazon (A), Webcam (W), DSLR (D), and Caltech-256 (C)
for experiments. Figure 1 shows example images of these 4
domains.

To describe the object images, we apply the DeCAF6 fea-
tures (Donahue et al. 2013) with 4096 dimensions, since
the use of deep-learning based features have been shown
to achieve promising performance for object recognition
(Donahue et al. 2013). As for parameter selection, we set
α = λ = 1, and feature dimension dc = 100.

4.2 Evaluation

i) UDA with balanced cross-domain data.
For this standard setting of UDA, we have the same label
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Table 1: Performance of imbalanced UDA on Office+Caltech with multiple sub-domains. Note that S and T denote source and
target domains, respectively.

S→T GFK
GFK (latent)

LRE-SVM DcTCDLD DLD RVD RVD
(Match) (Ensemble) (Match) (Ensemble)

A,C,D → W 79.78 49.05 84.75 70.1 91.86 91.83 93.32

A,C,W → D 84.85 77.45 87.26 83.44 89.17 82.91 98.73

C,D,W → A 84.91 85.61 91.34 87.57 92.48 90.83 92.28
A,D,W → C 79.69 64.41 82.99 79.03 84.15 86.01 87.62

D,W → A,C 77.06 80.87 86.35 69.57 84.48 84.32 86.11
A,C → D,W 77.73 55.95 87.39 78.34 90.71 86.39 85.84
C,W → A,D 84.82 72.07 83.86 81.76 89.87 91.07 93.36

C,D → A,W 83.59 46.15 84.68 76.19 87.31 91.35 93.77

A,W → C,D 78.48 65.53 84.53 69.95 84.22 86.62 89.3

A,D → C,W 78.4 72.05 81.59 76.88 81.17 86.93 89.14

average 80.93 66.91 85.47 77.28 87.54 87.83 90.94

Table 2: Average performance PC for balanced UDA on Of-
fice+Caltech. Note that DcTC† denotes our DcTC without
exploiting the locality adaptor, and DcTC� indicates the use
of NN instead of SRC for classification in the derived space.

Method GFK JDA SA LM
PC 81.91 87.55 80.94 85.19

Method TJM DcTC† DcTC� DcTC
PC 85 83.98 87.39 88.8

number (i.e., 10) in both source and target domains, and con-
sider all 12 cross-domain combinations from A, C, D, and
W. We compare our DcTC with five popular UDA methods:
GFK (Gong et al. 2012), JDA (Long et al. 2013b), SA (Fer-
nando et al. 2013), LM (Gong, Grauman, and Sha 2013a),
and TJM (Long et al. 2014). When presenting the perfor-
mance of the above approaches, we apply their released code
with the same DeCAF6 features for fair comparisons.

Table 2 lists and average recognition performance of dif-
ferent approaches. We note that, due to space limit, we
only present the average recognition rates over all 12 cross-
domain pairs. From this table, we see that our achieved
promising performance on the standard UDA problems with
balanced cross-domain data. It is worth noting that, under
the standard balanced UDA settings, achieved comparable
or slightly improved performance over existing UDA ap-
proaches would be sufficiently satisfactory.

We note that, in Table 2, we also consider the removal
of the locality adaptor (i.e., α = 0 in (3)), and observed
degraded performance (denoted as DcTC†). This confirms
that the introduction of this term would be crucial for UDA.
In addition, to further verify the effectiveness of our derived
feature space for UDA, we also consider the use of nearest
neighbor (NN) classifiers for recognizing projected target
instance (instead of SRC) (denoted as DcTC�). We see
that the use of NN achieved comparable result as SRC did,
and thus we confirm that the feature space derived by our
DcTC exhibits excellent adaptation ability in associating

cross-domain data.

ii) Imbalanced UDA with multiple sub-domains
For the second part of the experiments, we consider the im-
balanced UDA setting with multiple sub-domains observed
in source and target domains. For comparison purposes,
we consider recent UDA approaches of Discovering La-
tent Domains (DLD) (Hoffman et al. 2012), Reshaping Vi-
sual Datasets (RVD) (Gong, Grauman, and Sha 2013b), and
LRE-SVM (Xu et al. 2014), which are all proposed to han-
dle such scenarios.

Table 1 lists and compares the classification results of
different approaches on different imbalanced cross-domain
combinations. For DLD and RVD, we follow (Gong, Grau-
man, and Sha 2013b; Xu et al. 2014) and apply GFK (Gong
et al. 2012) for adapting the identified sub-domains for clas-
sification. Note that, two different fusing strategies of en-
semble and match are considered in (Gong, Grauman, and
Sha 2013b). The former reweights the classifiers trained
from each sub-domains based on the observed sub-domain
probabilities, while the later identifies the most relevant sub-
domain via MMD for classification.

From the results presented in Table 1, we see that our
DcTC outperformed existing UDA methods, which share
the same goal of coping with mixed-domain problems. This
confirms the use of our DcTC for jointly learning of fea-
ture space and data representation, with additional capabil-
ity in exploiting and associating sub-domain structures for
improved cross-domain classification.

iii) UDA with imbalanced cross-domain label numbers
Finally, we conduct UDA experiments with imbalanced
cross-domain label numbers. More specifically, we consider
that the source-domain has labeled data from all 10 object
categories, while the unlabeled data (to be classified) in the
target domain are from 1 up to 10 categories. Similarly, due
to space limit, we only present the average classification
rates of all 12 cross-domain pairs from Office+Caltech (with
10 random trials), and lists the performance in Table 3. From
the results shown in Table 3, we see that methods of instance
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Figure 2: Convergence analysis and parameter sensitivity tests. The parameters of interest are (a) iteration number (for the
cross-domain pair of A → C5), (b) feature dimension dc, and regularizers (c) α and (d) λ.

Table 3: Cross-domain classification on Office+Caltech with
imbalanced cross-domain label numbers. Note that the
source-domain label number is fixed at 10, while the target-
domain label number CT ≤ 10.
CT GFK JDA SA LM TJM DcTC
1 64.74 48.95 44.4 81.16 76.64 87.11

2 71.85 81.5 61.01 80.09 83.53 89.53

3 74.45 79.9 63.45 79.28 82.87 89.08

4 76.52 80.6 67.09 81.05 82.84 89.62

5 78.34 83.41 69.96 81 82.38 89.7

6 78.7 83.8 71.07 80.73 82.3 88.64

7 80.99 85.19 73.31 82.53 82.94 88.81

8 80.55 85.1 75.69 83.34 83.2 88.47

9 81.31 86.49 78.24 83.81 84.05 88.49

10 81.91 87.55 80.94 85.19 85 88.8

reweighting/selection like LM and TJM were less sensitive
to the label number changes in the target domain, while ap-
proaches based on feature space learning like GFK, JDA,
and SA were not able to handle imbalanced label numbers
well. Nevertheless, our DcTC performed favorably against
the above popular UDA approaches on this challenging set-
ting, without any knowledge of sub-domain or label num-
bers in either domain. Take the extreme case of the first row
in Table 3 for example, in which only data from one object
category was presented in the target domain, our DcTC still
achieved over a 87% classification rate, while those of others
were close to or below 81%.

Based on the above experiments with different UDA set-
tings, it can be seen that DcTC not only achieved comparable
results as existing UDA methods on standard/balanced set-
tings, it was particularly favorable for the challenging and
practical scenarios of imbalanced UDA. Therefore, the ef-
fectiveness and robustness of our proposed method can be
successfully verified.

4.3 Convergence analysis and parameter
sensitivity

Recall that, our DcTC alternates between the derivation of
the domain-invariant transform A and the sparse code of
target-domain data V for optimization. Since existing meth-
ods such as JDA and other MMD-based approaches also ap-
ply iterative optimizing processes, we now evaluate the con-

vergence performance among these approaches.
For all the experiments, we observe that DcTC always

converged within 7-10 iterations (see Figure 2(a) for ex-
ample). However, for MMD-based approaches such as JDA
and TJM, they did not exhibit similar properties since they
were not able to handle imbalanced UDA well. Take Fig-
ure 2(a) for example, we consider the case where Amazon
as the source domain (all 10 classes) and 5 randomly se-
lected categories from Caltech as the target domain. We see
that, with the increase of the iteration number, the perfor-
mance of JDA and TJM dropped due to incorrect matching
of cross-domain marginal and conditional data distributions.

As for evaluating the parameter sensitivity of our DcTC,
we consider the feature dimension dc, and two regularization
parameters α (for the locality adaptor) and λ (for prevent-
ing overfitting of A). We conduct additional experiments by
varying the values of the above parameters, and show the
corresponding averaged performance (with balanced UDA
settings) in Figures 2(b) to (d). From these figures, we see
that the performance was generally not sensitive to such
parameter choices, and thus our default parameter settings
would be reasonable for implementation.

5 Conclusion

In our paper, we proposed Domain-constraint Transfer Cod-
ing (DcTC) for solving imbalanced unsupervised domain
adaptation problems. That is, in addition to only the pres-
ence of labeled data in the source but not target domain, one
would expect imbalanced label and sub-domains numbers
across domains. Based on joint feature space learning for
cross-domain data representation, our DcTC is able to ex-
ploit the latent sub-domains in each domain for improved
adaptation and classification. Different from existing UDA
approaches, our method does not require the prior knowl-
edge of the sub-domain numbers, nor the assumption of
equal label numbers across domains. From our experiments,
we confirmed that our DcTC exhibited excellent ability in
addressing cross-domain classification tasks with different
and challenging UDA settings.
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