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#### Abstract

Motivated by the fact that in several cases a matching in a graph is stable if and only if it is produced by a greedy algorithm, we study the problem of computing a maximum weight greedy matching on weighted graphs, termed GREEDYMATCHING. In wide contrast to the maximum weight matching problem, for which many efficient algorithms are known, we prove that GreedyMatching is strongly NP-hard and $A P X$-complete, and thus it does not admit a PTAS unless $\mathrm{P}=\mathrm{NP}$, even on graphs with maximum degree at most 3 and with at most three different integer edge weights. Furthermore we prove that GreEDYMATCHING is strongly NP-hard if the input graph is in addition bipartite. Moreover we consider three natural parameters of the problem, for which we establish a sharp threshold behavior between NP-hardness and computational tractability. On the positive side, we present a randomized approximation algorithm (RGMA) for Greedymatching on a special class of weighted graphs, called bush graphs. We highlight an unexpected connection between RGMA and the approximation of maximum cardinality matching in unweighted graphs via randomized greedy algorithms. We show that, if the approximation ratio of RGMA is $\rho$, then for every $\epsilon>0$ the randomized MRG algorithm of (Aronson et al. 1995) gives a $(\rho-\epsilon)$-approximation for the maximum cardinality matching. We conjecture that a tight bound for $\rho$ is $\frac{2}{3}$; we prove our conjecture true for four subclasses of bush graphs. Proving a tight bound for the approximation ratio of MRG on unweighted graphs (and thus also proving a tight value for $\rho$ ) is a long-standing open problem (Poloczek and Szegedy 2012). This unexpected relation of our RGMA algorithm with the MRG algorithm may provide new insights for solving this problem.


## Introduction

Stable matching problems lie in the intersection of AI, economics and social choice theory and have been studied extensively over the years. Originally, two-sided matchings were studied (Gusfield and Irving 1989), (Roth and Oliveira Sotomayor 1990). In a two-sided matching problem there is an underlying graph where the vertices correspond to players that want to be matched with a vertex from their

[^0]neighborhood. Traditionally in two-sided matchings, every player is associated with an ordering over its neighbors that correspond to its preferences. The goal is to decide whether a stable matching exists and, if it does, to find one.

Recently, a line of research has emerged that studies the quality of stable matchings (Anshelevich and Das 2010). In this setting, each match is associated with a utility and the goal is to find a stable matching where the social welfare in this matching, i.e. the sum of the utilities, is as large as possible. Extreme Programming (Dawande et al. 2008) is a prominent example. In this case, the players are programmers and the utility of a match corresponds to the productivity of the pair of programmers. The goal is to maximize the productivity while keeping the individual programmers happy. Another application where a stable matching with high quality is desired, is kidney exchange. Traditionally only compatibility constraints were imposed for kidney exchange problems (Roth, Sönmez, and Ünver 2004), (Roth, Snmez, and Utku nver 2005), but recently other factors which give a score to each possible match were considered too (DL et al. 2005), (Held et al. 1994). For this reason, recent AI literature on kidney exchange tried to optimize the overall social welfare of the matching instead of the number of compatible matches (Abraham, Blum, and Sandholm 2007), (Awasthi and Sandholm 2009).

The simplest and probably the most well-studied problem regarding the quality of the stable matching is known as correlated stable matching (Hoefer 2011). This model can be represented by an edge-weighted graph, where the players who are matched together obtain the same utility specified by the weight of the edge between them. Apart from the extreme programming and the kidney exchange problems, the correlated stable matching problem finds applications in social networks (Hoefer 2011), job markets (Arcaute and Vassilvitskii 2009), distributed networks (Goemans et al. 2006), (Mathieu 2008), and market sharing (Goemans et al. 2006). Furthermore, a potential function exists for this model which in turn guarantees the existence of at least one stable matching even in non-bipartite graphs with ties (Abraham et al. 2008), (Mathieu 2008). Thus, an immediate question is to understand the quality of a stable matching compared to the "best" one and to compute a stable matching of high quality. Anshelevich, Das, and Naamad (Anshelevich, Das, and Naamad 2013) and Anshelevich, Bhardwaj,
and Hoefer (Anshelevich, Bhardwaj, and Hoefer 2013) studied the price of anarchy and stability of this model. Furthermore, in (Anshelevich, Das, and Naamad 2013) it was observed that a matching is stable in the Nash sense if it is produced by a greedy matching algorithm. As it turns out, a correlated matching is stable if and only if it can be produced by a greedy algorithm. A greedy algorithm creates a matching by iteratively adding edges to matching that have the maximum available weight. Hence, a natural algorithmic question is whether a maximum weight greedy matching can be efficiently computed or approximated. Although greedy algorithms for matching problems have been studied extensively in the past (Poloczek and Szegedy 2012), (Aronson et al. 1995), (Hausmann and Korte 1978), (Dyer and Frieze 1991), (Miller and Pritikin 1997), (Dyer, Frieze, and Pittel 1993), to the best of our knowledge not much is known about the problem of computing a maximum weight greedy matching.

## Related work

The scenarios of matching problems where the vertices of the graph correspond to players can vary from matching employees and employers (Jovanovic 1979), to matching kidney donors and recipients (Roth, Sönmez, and Ünver 2004), (Abraham, Blum, and Sandholm 2007). The authors in (Anshelevich, Das, and Naamad 2013) provided algorithms that compute almost stable matchings. Our work is closely related to (Anshelevich, Das, and Naamad 2013), although their techniques cannot be applied to our problem since we focus only on matchings that are greedy (i.e. stable). Recently, greedy matching algorithms were used in ordinal settings to approximate the cardinal utility of maximum weight matching (Anshelevich and Sekar 2016).

Greedy matchings have been studied extensively over the years. The classical result by (Hausmann and Korte 1978) states that an arbitrary greedy matching is a $\frac{1}{2}$-approximation of the maximum cardinality matching, i.e. every greedy matching on unweighted graphs picks at least half of maximum number of edges that any matching can pick. For edge-weighted graphs, Avis (Avis 1983) showed that every algorithm that greedily picks edges with the maximum currently available weight is a $\frac{1}{2}$ approximation of the maximum weight matching. Hence, every weighted greedy matching is also a $\frac{1}{2}$-approximation for the maximum weight greedy matching problem. Several authors studied randomized greedy algorithms for the maximum cardinality matching problem. The currently best randomized algorithm, known as MRG (Aronson et al. 1995), picks the next edge to add to the matching by first selecting a random unmatched vertex $V$ of the graph and then a random unmatched neighbor of $v$. Aronson, Dyer, Frieze and Suen (Aronson et al. 1995) showed that MRG breaks the $\frac{1}{2}$-barrier and that it achieves a $\frac{1}{2}+$ $1 / 400,000$-approximation guarantee on every graph. Recently, Poloczek and Szegedy (Poloczek and Szegedy 2012) provided a different analysis for MRG and showed that it achieves an approximation guarantee of at least $\frac{1}{2}+\frac{1}{256}$. However, as experiments suggest, the approximation guarantee of Mrg can be as large as $\frac{2}{3}$ (Poloczek and Szegedy
2012).

## Our contribution

In this paper we study the computational complexity of computing and approximating a maximum weight greedy matching in a given edge-weighted graph, i.e. a greedy matching with the greatest weight among all greedy matchings. This problem is termed GreedyMatching. In wide contrast to the maximum weight matching, for which many efficient algorithms are known (see (Duan and Pettie 2014) and the references therein), we prove that GreedyMatchING is strongly NP-hard by a reduction from a special case of MAX2SAT. Our reduction also implies hardness of approximation; we prove that Greedymatching is $A P X$ complete, and thus it does not admit a PTAS unless $\mathrm{P}=\mathrm{NP}$. These hardness results hold even for input graphs with maximum degree at most 3 and with at most three different integer edge weights, namely with weights in the set $\{1,3,4\}$. Furthermore, by using a technique of Papadimitriou and Yannakakis (Papadimitriou and Yannakakis 1991), we extend the NP-hardness proof to the interesting case where the input graph is in addition bipartite. Next, we study the decision variations GreedyVertex and GreedyEdge of the problem, where we now ask whether there exists a greedy matching in which a specific vertex $u$ or a specific edge $(u, v)$ is matched. These are both natural questions, as the designer of the stable matching might want to ensure that a specific player or a specific pair of players is matched in the solution. We prove that both GreedyVertex and GreedyEdge are also strongly NP-hard.

As Greedymatching turns out to be computationally hard, it makes sense to investigate how the complexity is affected by appropriately restricting the input. In this line of research we consider three natural parameters of the problem, for which we establish a sharp threshold behavior. As the first parameter we consider the number of the weight values of the graph. Note that when there is only one weight value on the edges, GreedyMatching can be reduced to the maximum cardinality problem and thus it can be solved efficiently. We prove that GreedyMatchING is NP-complete even on graphs that are bipartite or planar, have maximum vertex degree 4 , and there are only two weight values on their edges.

As the second parameter we consider the minimum ratio $\lambda_{0}$ of any two consecutive weights. Assume that the graph has $\ell$ different edge weights $w_{1}>w_{2}>\ldots>w_{\ell}$; we define for every $i \in[\ell-1]$ the ratio $\lambda_{i}=\frac{w_{i}}{w_{i+1}}$ and the minimum ratio $\lambda_{0}=\min _{i \in[\ell-1]} \lambda_{i}$. We prove that, if $\lambda_{0} \geq 2$ then Greedymatching can be solved in polynomial time, while for any constant $\lambda_{0}<2$ GreedyMatchING is strongly NP-hard and APX-complete, even on graphs with maximum degree at most 3 and with at most three different edge weights.

The last parameter we consider is the maximum edge cardinality $\mu$ of the connected components of $G\left(w_{i}\right)$, among all different weights $w_{i}$, where $G\left(w_{i}\right)$ is the subgraph of $G$ spanned by the edges of weight $w_{i}$. Although at first sight this parameter may seem unnatural, it resembles the number of times that the greedy algorithm has to break ties. At the
stage where we have to choose among all available edges of weight $w_{i}$, it suffices to consider each connected component of the available edges of $G\left(w_{i}\right)$ separately from the other components. In particular, although the weight of the final greedy matching may highly depend on the order of the chosen edges within a connected component, it is independent of the ordering that the various different connected components are processed. Thus $\mu$ is a reasonable parameter for GreedyMatching. In the case $\mu=1$ there exists a unique greedy matching for $G$ which can be clearly computed in polynomial time. We prove that GreedyMatchING is strongly NP-hard and APX-complete for $\mu \geq 2$, even on graphs with maximum degree at most 3 and with at most five different edge weights.

On the positive side, we consider a special class of weighted graphs, called bush graphs, where all edges of the same weight in $G$ form a star (bush). We present a randomized approximation algorithm (RGMA) for GREEDYMATCHING on bush graphs and we highlight an unexpected connection between RgMA and the randomized Mrg algorithm for greedily approximating the maximum cardinality matching on unweighted graphs. In particular we show that, if the approximation ratio of RGMA for GreedyMatchING on bush graphs is $\rho$, then for every $\epsilon>0 \mathrm{MRG}$ (Aronson et al. 1995) is a ( $\rho-\epsilon$ )-approximation algorithm for the maximum cardinality matching. We conjecture that a tight bound for $\rho$ is $\frac{2}{3}$; among our results we prove our conjecture true for four subclasses of bush graphs. Proving a tight bound for the approximation ratio of MRG on unweighted graphs (and thus also proving a tight value for $\rho$ ) is a long-standing open problem (Poloczek and Szegedy 2012), (Aronson et al. 1995), (Dyer and Frieze 1991). This unexpected relation of our RGMA algorithm with the MRG algorithm may provide new insights for solving this problem.

## Preliminaries

Every graph considered in this paper is undirected. For any graph $G=(V, E)$ we use $G+u$ to denote the graph $G^{\prime}=$ ( $V^{\prime}, E^{\prime}$ ) where $V^{\prime}=V \cup\{u\}$ and $E^{\prime}$ consists of the set $E$ and all the edges the vertex $u$ belongs to. Similarly $G-V^{\prime}$ denotes the induced graph of $G$ defined by $V \backslash V^{\prime}$, where $V^{\prime} \subseteq V$. We study graphs $G=(V, E)$ with positive edge weights, i.e. each edge $e=(u, v) \in E$ has a weight $w(e)=$ $w(u, v)>0$. The degree of a vertex $u$ is the number of its adjacent vertices in $G$. We use $G\left(w_{i}\right)$ to denote the subgraph of $G$ spanned by the edges of weight $w_{i}$. A matching $\mathcal{M} \subseteq$ $E$ is a set of edges such that no pair of them are adjacent. The weight of a matching $\mathcal{M}$ is the sum of the weights of the edges in $\mathcal{M}$, formally $w(\mathcal{M})=\sum_{e \in \mathcal{M}} w(e)$. A greedy matching is a maximal matching constructed by the Greedy Matching Procedure.
Notice that in Step 4 the edge that is added to the matching $\mathcal{M}$ is not specified explicitly. The rule that specifies which edge is chosen in Step 4 can be deterministic or randomized, resulting in a specific greedy matching algorithm. We denote by $\operatorname{Opt}(G)$ the optimum of GreedyMatching with input $G$, i.e. a maximum weight greedy matching of $G$.

Input: Graph $G=(V, E)$, with $w_{1}>w_{2}>\ldots>w_{\ell}$ edge weight values
Output: Greedy matching $\mathcal{M}$

1. $\mathcal{M} \leftarrow \emptyset$
2. for $i=1 \ldots \ell$ do
3. while there is an $e \in E$ such that $w(e)=w_{i}$ do
4. Pick an $e^{*} \in E$ with $w\left(e^{*}\right)=w_{i}$ and add it to $\mathcal{M}$;
5. Remove all edges adjacent to $e^{*}$ from $E$;

Algorithm 1: Greedy Matching Procedure

## Greedymatching

InStance: Graph $G=(V, E)$ with positive edge weights.
TASK: Compute a maximum weight greedy matching $\mathcal{M}$ for $G$.

Furthermore, we study another two related problems, where we ask whether there is a greedy matching that matches a specific vertex or a specific edge.

## Greedy Vertex

Instance: Graph $G=(V, E)$ with positive edge weights and a vertex $v \in V$.
Question: Is there a greedy matching $\mathcal{M}$ such that $(v, u) \in \mathcal{M}$, for some $u \in V$ ?

## GreedyEdge

Instance: Graph $G=(V, E)$ with positive edge weights and an edge $(u, v) \in E$.
Question: Is there a greedy matching $\mathcal{M}$ such that $(v, u) \in \mathcal{M}$ ?

## Hardness of GreedyMatching

In this section we study the complexity of computing a maximum weight greedy matching. We prove that GreedrMATChing is strongly NP-hard and APX-complete, even on graphs with maximum degree at most 3 and with at most three different integer weight values. By slightly modifying our reduction, we first prove that GreedyMatching remains strongly NP-hard also when the graph is in addition bipartite, and we then prove that also the two decision problem variations GreedyVertex and GreedyEdge are also strongly NP-hard. Our hardness reductions are from the MAX2SAT(3) problem (Ausiello et al. 1999; Raman, Ravikumar, and Rao 1998), which is the special case of MAX-SAT where in the input CNF formula $\phi$ every clause has at most 2 literals and every variable appears in at most 3 clauses; we call such a formula $\phi$ a $2 \mathrm{SAT}(3)$ formula.

Note that the decision version of GreedyMatching, where we ask whether there exists a greedy matching with
weight at least $B$, belongs to the class NP. Indeed we are able to verify in polynomial time whether a given matching $\mathcal{M}$ is maximal, greedy and has weight at least $B$. The maximality and the weight of the matching $\mathcal{M}$ can be computed and checked in linear time. To check whether $\mathcal{M}$ is greedy, we first check whether the largest edge weight in $\mathcal{M}$ equals the largest edge weight in $G$. In this case we remove from $G$ all vertices incident to the highest weight edges of $\mathcal{M}$ and we apply recursively the same process in the resulting induced subgraph. Then $\mathcal{M}$ is greedy if and only if we end up with a graph with no edges.

## Overview of the reduction.

Given a 2 SAT(3) formula $\phi$ with $m$ clauses and $n$ variables $x_{1}, \ldots, x_{n}$ we construct an undirected graph $G$ with $10 n+$ $m$ vertices and $9 n+2 m$ edges. Then we prove that there exists a truth assignment that satisfies at least $k$ clauses of $\phi$ if and only if there exists a greedy matching $\mathcal{M}$ in $G$ with weight at least $14 n+k$. Without loss of generality we make the following assumptions on $\phi$. Firstly, if a variable occurs only with positive (resp. only with negative) literals, then we trivially set it true (resp. false) and remove the associated clauses. Furthermore, without loss of generality, if a variable $x_{i}$ appears three times in $\phi$, we assume that it appears once as a positive literal $x_{i}$ and two times as a negative literal $\overline{x_{i}}$; otherwise we rename the negation with a new variable. Similarly, if $x_{i}$ appears two times in $\phi$, then it appears once as a positive literal $x_{i}$ and once as a negative literal $\overline{x_{i}}$.

For each variable $x_{i}$ we create a subgraph $\mathcal{G}_{x_{i}}$ and for each clause $C_{j}$ we create one vertex $v_{j}$. The vertices created from the clauses will be called $v$-vertices. Each subgraph $\mathcal{G}_{x_{i}}$ is a path with 10 vertices, where three of them are distinguished; the vertices $\alpha_{x_{i}}, \beta_{x_{i}}$ and $\gamma_{x_{i}}$. Each distinguished vertex can be connected with at most one $v$-vertex that represents a clause. Furthermore, every $v$-vertex is connected with at most two vertices from the subgraphs $\mathcal{G}_{x_{i}}$; one distinguished vertex from each of the subgraphs $\mathcal{G}_{x_{i}}$ that correspond to the variables of the clause. The edge weights in the subgraphs $\mathcal{G}_{x_{i}}$ are not smaller than the weights of the edges connecting the $v$-vertices with the distinguished vertices of the subgraphs $\mathcal{G}_{x_{i}}$.

## The construction

The gadget $\mathcal{G}_{x_{i}}$ that we create for variable $x_{i}$ is illustrated in Figure 1; the distinguished vertices of $\mathcal{G}_{x_{i}}$ are $\alpha_{x_{i}}, \beta_{x_{i}}$ and $\gamma_{x_{i}}$. The vertex $\alpha_{x_{i}}$ corresponds to the positive literal of the variable and vertices $\beta_{x_{i}}$ and $\gamma_{x_{i}}$ correspond to the negative literal $\overline{x_{i}}$.


Figure 1: The gadget $\mathcal{G}_{x_{i}}$.
The vertex $v_{j}$ associated to clause $C_{j}$, where $j \in[m]$, is made adjacent to the vertices that correspond to the literals
associated with that clause. For example, if $C_{j}=\left(x_{1} \vee \overline{x_{2}}\right)$ we will connect the vertex $v_{j}$ with one of the vertices $\alpha_{x_{1}}, \beta_{x_{1}}, \gamma_{x_{1}}$ and with one of the vertices $\alpha_{x_{2}}, \beta_{x_{2}}, \gamma_{x_{2}}$. In order to make these connections in a consistent way, we first fix an arbitrary ordering over the clauses. If the variable $x_{i}$ occurs as a positive literal in the clause $C_{j}$, then we add the edge $\left(v_{j}, \alpha_{x_{i}}\right)$ of weight 3 . Next, if $C_{j}$ is the first clause that the variable $x_{i}$ occurs with a negative literal (in the fixed ordering of the clauses), then we add the edge ( $v_{j}, \beta_{x_{i}}$ ) of weight 1 . Finally, if the clause $C_{j}$ is the second clause that the variable $x_{i}$ occurs as a negative literal, then we add the edge $\left(v_{j}, \gamma_{x_{i}}\right)$ of weight 3 . That is, if a variable $x_{i}$ appears only two times in $\phi$, then only the two distinguished vertices $\alpha_{x_{i}}$ and $\beta_{x_{i}}$ of $\mathcal{G}_{x_{i}}$ are adjacent to a $v$-vertex. This completes the construction of the graph $G$. Note that, by the construction of $G$, in any maximum greedy matching of $G$, there are exactly four alternative ways to match the edges of each of the subgraphs $\mathcal{G}_{x_{i}}$, as illustrated in Fig. 2-5.

## APX-completeness

In order to prove that GreedyMatching is APXcomplete, first we prove in the next lemma that given an assignment that satisfies $k$ clauses we can construct a greedy matching with weight $14 n+k$. The intuition for this lemma is as follows. Starting with a given satisfying truth assignment $\tau$ for the input formula $\phi$, we first construct the matching $\mathcal{M}^{-}$in every $\mathcal{G}_{x_{i}}$ (cf. Figure 2), and thus the $\beta$-vertices are initially free to be matched to $v$-vertices. Then, if a variable $x_{i}$ is true in $\tau$, we change the matching of $\mathcal{G}_{x_{i}}$ from $\mathcal{M}^{-}$to $\mathcal{M}^{+}$(cf. Figure 4), such that only the $\alpha$-vertex (and not the $\beta$ and $\gamma$-vertices) of $\mathcal{G}_{x_{i}}$ is free to be matched to a $v$-vertex. On the other hand, if the variable $x_{i}$ is false in $\tau$, then we either keep the matching $\mathcal{M}^{-}$in $\mathcal{G}_{x_{i}}$, or we replace $\mathcal{M}^{-}$with $\mathcal{M}^{--}$in $\mathcal{G}_{x_{i}}$ (cf. Figure 3). Note that in $\mathcal{M}^{-}$only $\beta_{x_{i}}$ is free to be matched, while in $\mathcal{M}^{--}$both $\beta_{x_{i}}$ and $\gamma_{x_{i}}$ are free to be matched with a $v$-vertex; in both cases the $\alpha$ vertex of $\mathcal{G}_{x_{i}}$ is "blocked" from being matched to a $v$-vertex. Then, using the fact that $\tau$ satisfies $k$ clauses of $\phi$, we can construct a matching of $G$ where $k v$-vertices are matched and the total weight of this matching is at least $14 n+k$.


Figure 2: The matching $\mathcal{M}^{-}$with weight 14 for the subgraph $\mathcal{G}_{x_{i}}$. For simplicity of notation we do not include the subscript $x_{i}$ in the non-distinguished vertices.

Lemma 1. If there is an assignment that satisfies at least $k$ clauses then, there is a greedy matching with weight at least $14 n+k$.

Next we prove in Lemma 3 that, if there is a greedy matching with weight $14 n+k$, then there is an assignment that satisfies at least $k$ clauses. In order to prove Lemma 3, first we prove in Lemma 2 a crucial property of the constructed


Figure 3: The matching $\mathcal{M}^{--}$with weight 12 for the subgraph $\mathcal{G}_{x_{i}}$.


Figure 4: The matching $\mathcal{M}^{+}$with weight 12 for the sub$\operatorname{graph} \mathcal{G}_{x_{i}}$.
graph $G$, namely that in any greedy matching at most one of the vertices $\alpha_{x_{i}}$ and $\gamma_{x_{i}}$ can be matched with a $v$-vertex.
Lemma 2. Let $\mathcal{M}$ be an arbitrary greedy matching of $G$ and let $i \in\{1,2, \ldots, n\}$. Then, in the subgraph $\mathcal{G}_{x_{i}}$, at most one of the vertices $\alpha_{x_{i}}$ and $\gamma_{x_{i}}$ can be matched with a $v$-vertex.

Proof. The proof is done by contradiction. Assume otherwise that both $\alpha_{x_{i}}$ and $\gamma_{x_{i}}$ are matched with some $v$-vertices in $\mathcal{M}$. Note that both these edges that connect the vertices $\alpha_{x_{i}}$ and $\gamma_{x_{i}}$ with the corresponding $v$-vertices have weight 3 . Furthermore, none of the edges $\left(\alpha_{x_{i}}, r\right),\left(\gamma_{x_{i}}, y\right)$, and $\left(\alpha_{x_{i}}, \gamma_{x_{i}}\right)$ belong to $\mathcal{M}$. Thus, since the weight of the edge $\left(\alpha_{x_{i}}, \gamma_{x_{i}}\right) \notin \mathcal{M}$ is 4 , it follows $\mathcal{M}$ is not greedy, which is a contradiction. That is, if both edges $\left(\alpha_{x_{i}}, r\right)$ and $\left(\gamma_{x_{i}}, y\right)$ of the subgraph $\mathcal{G}_{x_{i}}$ are not matched within $\mathcal{M}$, then $\left(\alpha_{x_{i}}, \gamma_{x_{i}}\right) \in \mathcal{M}$, as it is illustrated in the "bad" matching $\mathcal{M}^{b}$ of Fig. 5.


Figure 5: The "bad" matching $\mathcal{M}^{b}$ for the subgraph $\mathcal{G}_{x_{i}}$ with weight 14.

We are now ready to prove Lemma 3.
Lemma 3. If there is a greedy matching with weight at least $14 n+k$ in $G$, then there exists an assignment that satisfies at least $k$ clauses of the formula $\phi$.

In the following theorem we conclude with the main result of this section.
Theorem 1. GreedyMatching is strongly NP-hard and APX-complete. In particular, unless $P=N P$, GreedyMATCHING admits no PTAS, even on graphs with maximum degree at most 3 and with at most three different integer weight values.

## GreedyMatching in Bipartite graphs

The graph $G$ that we constructed from $\phi$ is not necessarily bipartite, as it may contain an odd-length cycle. More specifically, it is possible that the following cycle of length 9 exists:

$$
v \rightarrow \beta_{x_{i}} \rightarrow p \rightarrow q \rightarrow r \rightarrow \alpha_{x_{i}} \rightarrow v^{\prime} \rightarrow \gamma_{x_{j}} \rightarrow \alpha_{x_{j}} \rightarrow v
$$

However, as we prove in this section, GreedyMatching remains strongly NP-hard also when the graph is in addition bipartite.
Theorem 2. Greedymatching is strongly NP-hard, even on bipartite graphs with maximum degree at most 3 and with at most three different integer weight values.

## Hardness of GreedyVertex and GreedyEdge

We now prove that the decision problems Greedy Vertex and GREEDYEDGE are also strongly NP-hard.
Theorem 3. The decision problems GreedyVertex and Greedy Edge are strongly NP-hard, even on graphs with at most five different edge weights.

## Further parameters of Greedymatching

In this section we investigate the influence of three natural parameters to the computational complexity of GreedrMatching. As the first parameter we consider the number of different weight values on the edges. As the second parameter we study the minimum ratio $\lambda_{0}$ between two consecutive weight values, and as the last parameter we consider the maximum cardinality $\mu$ of the connected components of $G\left(w_{i}\right)$, over all possible weight values $w_{i}$. We prove that Greedymatching has a sharp threshold behavior with respect to each of these parameters.

## Number of different weight values

Observe that if there is only one weight value on the edges of the graph, then Greedymatching can be reduced to the maximum cardinality matching problem. We prove that GreedyMatching is NP-complete even when the underlying graph has only two weight values on its edges, is bipartite or planar and the maximum vertex degree is four. Thus, we completely characterize the complexity of GreedyMatching with respect to the number of different weight values.
Theorem 4. GreedyMatching is NP-hard even in bipartite or planar graphs with at most two different weight values and maximum vertex degree four.
Note that Theorem 4 does not supersede Theorems 1 and 2. Theorem 1 establishes APX-completeness for the problem. Furthermore, in Theorem 2 the graph has maximum vertex degree at most three, while in Theorem 4 the graph has maximum degree at most four.

## Minimum ratio of consecutive weights

Here we consider the parameter $\lambda_{0}=\min _{i} \lambda_{i}$, where $\lambda_{i}=$ $\frac{w_{i}}{w_{i+1}}>1$ is the ratio between the $i$ th pair of consecutive
edge weights. First we prove that, if $\lambda_{0} \geq 2$, then there exists at least one maximum weight matching of $G$ that is an optimum solution for GreEdyMatching on $G$, obtaining the next theorem.
Theorem 5. Greedymatching can be computed in polynomial time if $\lambda_{0} \geq 2$.

Recall that in the proof of Theorem 1 the weight values 1,3 , and 4 were used, thus the GreedyMatching is hard for $\lambda_{0} \leq 4 / 3$. In the next theorem we amplify this result by showing that GreedyMatching is NP-hard for any constant $\lambda_{0}<2$. That is, complexity of GreedyMatching has a threshold behavior at the parameter value $\lambda_{0}=2$.
Theorem 6. GreedyMatching is strongly NP-hard and APX-complete for any constant $\lambda_{0}<2$, even on graphs with maximum degree at most 3 and with at most three different integer weight values.

## Maximum edge cardinality of a connected component in $G\left(w_{i}\right)$

Another parameter that we can consider is the maximum edge cardinality $\mu$ of the connected components of $G\left(w_{i}\right)$, among all different weights $w_{i}$. Since $\mu=1$ implies that there is a unique greedy matching for $G$ which can be clearly computed in polynomial time, we consider the case $\mu \geq 2$. In the original construction in every gadget $\mathcal{G}_{x_{i}}$ there is a path with five edges where each edge has weight 4 . Thus $\mu=5$ in the graph $G$. However, by slightly modifying the previous construction we get the following theorem.
Theorem 7. GreedyMatching is strongly NP-hard and APX-complete for $\mu \geq 2$, even on graphs with maximum degree at most 3 and with at most five different integer weight values.

## A randomized approximation algorithm

In this section we provide a randomized approximation algorithm (RGMA) for GreedyMatching with approximation ratio $\frac{2}{3}$ on four special classes of graphs. Furthermore we highlight an unexpected relation between RGMA and the randomized Mrg algorithm for greedily approximating the maximum cardinality matching, the exact approximation ratio of which is a long-standing open problem (Poloczek and Szegedy 2012; Aronson et al. 1995; Dyer and Frieze 1991). Before we present our randomized algorithm RGMA, we first introduce the following class of weighted graphs, called bush graphs.
Definition 1 (Bush graph). An edge-weighted graph $G=$ $(V, E)$ with $\ell$ edge weight values $w_{1}>w_{2}>\ldots>w_{\ell}$ is a bush graph if, for every $i \in\{1,2, \ldots, \ell\}$, the edges of $G\left(w_{i}\right)$ form a star, which we call the $i$-th bush of $G$.

## Bush graphs and maximum cardinality matching

In this section we present the connection of the problem GreedyMatching on (weighted) bush graphs to the problem of approximating the maximum cardinality matching in unweighted graphs via randomized greedy algorithms, cf. Theorem 8. Notice that we cannot directly apply the

```
Input: Bush Graph \(G\) with edge weight values
    \(w_{1}>\ldots>w_{\ell}\).
Output: A greedy matching \(\mathcal{M}_{R G}\).
\(\mathcal{M}_{R G} \leftarrow \emptyset\)
for \(i=1 \ldots \ell\) do
    if \(G_{i} \neq \emptyset\)
    Select uniformly at random an edge \(e_{i} \in G_{i}\) and
        add \(e_{i}\) to \(\mathcal{M}_{R G}\)
        Remove from \(G\) the endpoints of \(e_{i}\) and all edges of
        \(G_{i}\)
end
```

Algorithm 2: RGMA algorithm

RGMA algorithm on unweighted graphs, since the algorithm has to consider the different bushes in a specific total order which is imposed by the order of the weights. Thus, in order to approximate a maximum cardinality matching in a given unweighted graph $G$ using the RGMA algorithm, we first appropriately convert $G$ to a (weighted) bush graph $G^{*}$ using the next Bush Decomposition algorithm, and then we apply Rgma on $G^{*}$.

```
Input: Unweighted graph \(G=(V, E)\) and \(\epsilon=\frac{1}{|V|^{3}}\).
Output: A (weighted) bush graph \(G^{*}\).
Set \(k \leftarrow 0\);
while \(E \neq \emptyset\) do
    Choose a random vertex \(u \in V\);
    For every \(v^{\prime} \in S:=\left\{v^{\prime} \in V:\left(u, v^{\prime}\right) \in E\right\}\) set
        \(w\left(u, v^{\prime}\right)=1-k \cdot \epsilon\);
    Remove the edges of \(S\) from \(E\);
    \(k \leftarrow k+1 ;\)
end
```

Algorithm 3: Bush decomposition

Any unweighted graph $G=(V, E)$ can be considered as a weighted graph with edge weights $w(u, v)=1$ for every edge $(u, v) \in E$, and thus in this case $\operatorname{Opt}(G)$ coincides with the maximum cardinality matching in $G$. In the next lemma we relate $w\left(\operatorname{Opt}\left(G^{*}\right)\right)$ with $w(\operatorname{Opt}(G))$.
Lemma 4. $w(\operatorname{Opt}(G)) \geq w\left(\operatorname{Opt}\left(G^{*}\right)\right) \geq w(\operatorname{Opt}(G))-$ $\frac{1}{n}$.

With Lemma 4 in hand the next theorem follows:
Theorem 8. Let $\rho$ be the approximation guarantee of RGMA algorithm on every bush graph. Then, for every $\epsilon<$ 1, RGMA computes a $(\rho-\epsilon)$-approximation of the maximum cardinality matching for unweighted graphs.

We conjecture that a tight bound for $\rho$ is $\frac{2}{3}$ and we prove our conjecture in Theorem 9 for four subclasses of bush graphs (cf. the Definitions 2 and 3).
Definition 2. Let $G=(V, E)$ be an arbitrary edgeweighted tree which is a bush graph. Let $x_{1}, \ldots, x_{k}$ be the bush centers of $G$ with decreasing weight and let $x_{i}$ be a child of $x_{i-1}$, for every $2 \leq i \leq k$. If every bush of $G$ has at least two leafs and at most one of these leafs is the center of another bush, then $G$ is called $a$ skewed bush tree.

Definition 3. Let $G=(V, E)$ be an unweighted tree and let $r$ be a distinguished root of $G$. Let $G^{*}$ be the (edgeweighted) bush graph that is produced by the Bush Decomposition, where we always choose the next bush center $u$ in a breadth-first search fashion starting at the root $r$. If all leafs of $G^{*}$ (and of $G$ ) have the same distance from $r$ and if every bush has at least two edges, then $G^{*}$ is called a balanced bush tree.
Theorem 9. RGMA achieves a $\frac{2}{3}$ approximation in the following four subclasses of bush graphs: bush graphs with two weight values, bush graphs with at most two edges per bush, skewed bush trees, and balanced bush trees.

## Conclusions

Several interesting open questions stem from our paper. Probably the most important one is to derive tight approximation guarantees $\rho$ for the maximum weight greedy matching problem, even for bush graphs. We conjecture that $\rho=\frac{2}{3}$; an affirmative answer to our conjecture would imply that the algorithm MRG for maximum cardinality matching in unweighted graphs has an approximation ratio of almost $\frac{2}{3}$, thus solving a longstanding open problem (Poloczek and Szegedy 2012; Aronson et al. 1995; Dyer and Frieze 1991).
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