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Abstract

Image caption is becoming important in the field of artifi-
cial intelligence. Most existing methods based on CNN-RNN
framework suffer from the problems of object missing and
misprediction due to the mere use of global representation
at image-level. To address these problems, in this paper, we
propose a global-local attention (GLA) method by integrating
local representation at object-level with global representation
at image-level through attention mechanism. Thus, our pro-
posed method can pay more attention to how to predict the
salient objects more precisely with high recall while keep-
ing context information at image-level cocurrently. There-
fore, our proposed GLA method can generate more relevant
sentences, and achieve the state-of-the-art performance on
the well-known Microsoft COCO caption dataset with sev-
eral popular metrics.

Introduction

Recently, image description has received much attention in
the field of computer vision. It is a high-level and compli-
cated task which involves computer vision and natural lan-
guage processing technologies. Generating a meaningful de-
scription requires that the algorithm not only recognizes ob-
jects contained in an image, but also obtains the relationships
among these objects, their attributes and activities, and then
describes these semantic information with natural language.

So far, many pioneering approaches have been proposed
for image caption. They can be broadly divided into three
categories according to the way of sentence generation (Jia
et al. 2015): template-based method, transfer-based method
and neural network-based method. Template-based method
(Farhadi et al. 2010; Yang et al. 2011; Kulkarni et al. 2013)
firstly recognizes the objects contained in an image, their at-
tributes and their relationships by using several classifiers
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Baseline: A group of people standing
on top of a snow covered slope.
Ours: A group of people on skis

standing on a snow covered slope.

Baseline: A group of young men
playing a game of soccer.
Ours: A boy and a child fly kites in a
field.

Figure 1: Illustration of problems of the object missing (left:
missing “skis”) and misprediction (left: mispredicting “kite”
as “soccer”). The baseline caption is generated by LRCN
(Donahue et al. 2015). Our caption is generated by utilizing
the proposed GLA method.

respectively. Then it uses a rigid sentence template to form a
complete sentence. This kind of method is simple and intu-
itive, but is not enough flexible to generate meaningful sen-
tence due to the limitation of sentence template. Transfer-
based method (Kuznetsova et al. 2012; Mason and Char-
niak 2014; Ordonez et al. 2015) utilizes image retrieval ap-
proaches to obtain similar image and then directly trans-
fers the description of the retrieved image to the query
image. This kind of method can generate more grammati-
cally correct and natural sentences. However, the generated
sentences may not correctly express the visual content of
query image. Inspired by the recent advances of neural net-
work in image recognition (Simonyan and Zisserman 2014;
Ren et al. 2015) and machine translation (Bahdanau, Cho,
and Bengio 2015; Cho et al. 2014; Sutskever, Vinyals, and
Le 2014), neural network-based method (Xu et al. 2015;
Vinyals et al. 2015; Jia et al. 2015; Mao et al. 2015; Karpa-
thy and Fei-Fei 2015; Donahue et al. 2015) has been rapidly
applied to image caption and has been made great progress.
This kind of method is primarily based on the Convolutional
Neural Network (CNN)-Recurrent Neural Network (RNN)
framework which first extracts the image-level feature using
CNN, and then utilizes a language model, RNN or its vari-
ants, such as Long Short-Term Memory (LSTM), Gated Re-
current Unit (GRU) et al., to generate meaningful sentences.
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Compared with the previous two methods, neural network-
based method can generate more coherent and relevant sen-
tences thanks to the ability of capturing dynamic temporal
information of RNN and the good representation ability of
CNN.

However, most of the existing neural network-based
methods only utilize global features at image-level with
which some objects may not been detected. Therefore, it
can cause the problem of object missing when generating
image description. As shown in the left picture of Fig. 1,
the “skis” is missed. Besides, global features are extracted
at a coarse level which may result in incorrect recognition
and can cause the problem of object misprediction during
the process of description generation. As shown in the right
picture of Fig. 1, the “kite” is mispredicted as “soccer”. In
order to make description more accurate, we take advantage
of local features at object-level to address the problem of
object missing. Moreover, we integrate local features with
global features to reserve context information to address the
problem of misprediction.

The main contribution of this paper is that we propose
a global-local attention (GLA) method for image caption.
Our proposed GLA method can selectively focus on seman-
tically more important regions at different time while keep-
ing global context information through integrating local fea-
tures at object-level with global features at image-level via
attention mechanism. The proposed GLA method achieves
the state-of-the-art performance on Microsoft COCO cap-
tion datasets with different evaluation metrics in our experi-
ments.

Related Work
Our proposed GLA method is based on neural network and
attention mechanism, so we mainly introduce the related
work about image caption with them.
Neural network-based image caption. Inspired by the suc-
cessful application of neural network in image recognition
and machine translation, several methods (Xu et al. 2015;
Vinyals et al. 2015; Jia et al. 2015; Mao et al. 2015;
Karpathy and Fei-Fei 2015; Donahue et al. 2015) have been
proposed for generating image description based on neural
network.

These approaches directly translate an image to a sen-
tence by utilizing the encoder-decoder framework (Cho et
al. 2014) introduced in machine translation. This paradigm
first uses a deep CNN to encode an image to a static repre-
sentation, and then uses a RNN to decode the representation
to a meaningful sentence which can well describe the con-
tent of the image.

Mao et al. (Mao et al. 2015) propose a multimodal RNN
(m-RNN) for image description. NIC (Vinyals et al. 2015)
has been proposed to automatically generate image descrip-
tion with an end-to-end model by combining deep CNN with
LSTM. Karpathy et al. (Karpathy and Fei-Fei 2015) propose
a bidirectional RNN model to align segments of sentences
with the regions of the image that they describe, and a mulit-
modal RNN model to generate description of an image. Jia
et al. (Jia et al. 2015) propose gLSTM, an alternative ex-
tension of LSTM, to guide LSTM to generate descriptions

by using semantic information of an image. Donahue et al.
(Donahue et al. 2015) propose Long-term Recurrent Convo-
lutional Networks (LRCNs) which combines convolutional
layers and long-range temporal recursion for visual recogni-
tion and description.

However, all the above mentioned approaches encode the
whole image to a global feature vector. Therefore, these
methods may suffer from the problems of object missing and
misprediction as shown in Fig. 1. To address these problems,
we propose a GLA method which integrates image-level fea-
tures with object-level features for image description instead
of only using the global features.
Attention mechanism in image caption and machine
translation. Attention mechanism has been proved to be ef-
fective and important in the field of computer vision (Xu et
al. 2015; You et al. 2016; Yao et al. 2015; Jin et al. 2015)
and natural language processing (Bahdanau, Cho, and Ben-
gio 2015). Bahdanau et al. (Bahdanau, Cho, and Bengio
2015) exploit BRNN to align a source sentence with the
corresponding target sentence. The proposed method can
automatically (soft-)search the parts of a source sentence
that are most relevant to a target word. Xu et al. (Xu et
al. 2015) explore two attention-based image caption meth-
ods, soft-attention and hard-attention, and analyze how at-
tention mechanism works for descriptions generation. Yao et
al. (Yao et al. 2015) exploit a temporal attention mechanism
to capture global temporal structure among video frames
based on soft-alignment method introduced in (Bahdanau,
Cho, and Bengio 2015). The temporal attention mechanism
makes the decoder selectively focus on some key frames
which are most relevant to the predicted word in some de-
gree. ATT (You et al. 2016) first utilizes different approaches
(k-NN, multi-label ranking and Fully Convolutional Net-
work) to obtain semantic concept proposals, and then inte-
grates them into one vector through attention mechanism to
guide language model for description generation.

To address the aforementioned problem of object missing
and misprediction, our proposed GLA method integrates lo-
cal representation at object-level with global representation
through attention mechanism, which is sufficiently different
from soft/hard attention (Xu et al. 2015), Yao et al. (Yao et
al. 2015). These methods use only global frame-level fea-
tures which cannot avoid the problem of object missing and
misprediction. Instead of considering semantic concepts or
attributes used in ATT (You et al. 2016), we directly apply
image visual feature with attention mechanism. RA (Jin et
al. 2015) proposes a complicated pipeline to obtain impor-
tant regions from selective search region proposals (Uijlings
et al. 2013) and combines them with scene-specific contexts
to generate image caption. Compared with ATT and RA
methods, our GLA method is simpler and the performance
is much better than RA method.

Global-local Attention Model

In this section, we describe our global-local attention (GLA)
method for image caption in details. An overview of our im-
age caption pipeline is shown as Fig. 2. Our proposed GLA
approach consists of the following three processes:
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Figure 2: Illustration of our proposed image caption framework based on global-local attention mechanism.

(a) Global and local features extraction: Obtaining global
feature and local features of an input image using deep
CNNs.

(b) Global-local attention: Integrating local features with
global feature through attention mechanism.

(c) Image description generation: Generating a sentence to
describe the content of an input image by using LSTM.

Global and Local Features Extraction

Global features and local features are important for repre-
senting an image. Global features usually contain the con-
text information around objects, and local features always
contain the fine-grained information of objects. Therefore,
in this paper, we explore both features for describing the
content of an image. Benefitting from the powerful repre-
sentation of CNNs, image classification and object detection
(Ren et al. 2015) have made great progress. In this paper, we
extract global feature with VGG16 (Simonyan and Zisser-
man 2014) and local features with Faster R-CNN (Ren et al.
2015).

We extract global feature from fc7 layer of VGG16 net,
a 4096-dimension vector denoted as Gf . The VGG16 net is
trained on ImageNet classification dataset. For local features
denoted as {Lf1, ..., Lfn}, we select top-n detected ob-
jects to represent important local objects according to their
class confidence scores obtained from Faster R-CNN. Then,
we represent each object as a 4096-dimension CNN fea-
ture vector extracted from fc7 layer for each object bound-
ing box. The Faster R-CNN model is pre-trained on Im-
ageNet classification dataset and then fine-tuned on the
MS COCO detection dataset. Therefore, each image can
be finally represented as a set of 4096-dimension vectors
I={Gf ,Lf1,...,Lfn}. In our experiments, we set n to 10
since the number of object contained in an image is usually
below 10.

Global-local Attention Mechanism

How to integrate the local features with global features is
important for describing images. In our proposed method,
we adopt attention mechanism to fuse these two kinds of
features according to the following Eq. 1:

Ψ(t)(I) = α
(t)
0 Gf +

n∑

i=1

α
(t)
i Lfi, (1)

where α
(t)
i denotes the attention weight of each feature at

time t and
∑n

i=0 α
(t)=1.

This mechanism dynamically weights each feature by
assigning it with one positive weight α

(t)
i along with the

sentence generation procedure. Through this manner, our
method can selectively focus on some salient objects at dif-
ferent time and consider their context information at the
same time.

The attention weight α(t)
i measures the importance de-

gree of each feature at time t and the relevance of each
feature to the previous information. Thus, it can be com-
puted based on the previous information and each feature fi
∈ {Gf,Lf0, ..., Lfn} with the following equations:

β
(t)
i = wTϕ(Whh

(t−1) +Wofi + b), (2)

α
(t)
i =

β
(t)
i∑n

j=0 β
(t)
j

, (3)

where β(t)
i denotes the relevance score of feature fi with the

previous generated words.
The attention weight α

(t)
i is obtained by normalizing

β
(t)
i with softmax regression. h(t−1) is the previous hid-

den state output which will be introduced in the next sec-
tion. W,Wh,Wo and b are the parameters to be learned by
our model and shared by all the features at all the time
steps. ϕ is activation function. Here, we use the element-
wise Hyperbolic Tangent function. Compared with existing
image/video caption methods with using frame-level fea-
tures, the way of using global-local features can capture
both salient objects and context information. This makes our
model better describe the context of a given image.

Image Description Generation

Inspired by the good performance of RNN for capturing dy-
namic temporal information in neural machine translation
(Bahdanau, Cho, and Bengio 2015), we use a stacked two-
layer LSTM with global-local attention for image caption.
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LSTM is an advanced RNN with distinctive unit to manipu-
late the long-term information.

The right figure of Fig. 3 shows that the basic RNNs
essentially maintain a state ht in time t and overwrite the
state ht with input xt and state ht−1 which reserves the his-
tory information. When training the basic RNNs with Back-
Propagation Through Time (BPTT) algorithm, the gradients
of RNNs tend to vanish because of the chain rule of deriva-
tive. Therefore, the basic RNNs suffer from the long-range
dependency problem caused by vanishing and exploding
gradients in the learning process. The LSTMs are designed
to combat these problems through a gating mechanism. As
the left figure of Fig. 3 shows, a LSTM unit consists of a
memory cell, and three gates (input gate, output gate and
forget gate). The forget gate decides what information we
should discard or persist. It puts the input xt and the previous
hidden state ht−1 into an activation function and determines
how to handle the previous information of cell ct−1. Input
gate also takes xt and ht−1 as input, but it has a different
function to update the memory cell. With these two gates,
the state of memory cell has been changed. Finally, LSTM
unit employs output gate by taking the same input with other
two gates to get result based on cell state.

Figure 3: Illustration of a un-fold basic RNN and a LSTM
unit. σ represents logic sigmoid function. φ represents hy-
perbolic tangent function.

⊙
represents the multiplication

operation and ⊕ represents sum operation.

The LSTM is trained to predict word st of the description
on the condition that it has known the image visual informa-
tion I as well as all predicted words {s0, s1, ..., st−1} which
is defined by p(st|I, s0, s1, ..., st1). Specifically, the inte-
grated image feature is only used as the input of the second
LSTM layer. The detailed operations of our second LSTM
layer is as follows:

xt = wxst, I
t = Ψt(I)

it = σ(wisx
t + wiII

t + wihh
(t−1) + bi)

f t = σ(wfsx
t + wfII

t + wfhh
(t−1) + bf )

ot = σ(wosx
t + woII

t + wohh
(t−1) + bo)

ct = f t ⊗ ct−1 ⊕ it ⊗ φ(wcsx
t + wchh

t−1)

ht = ot ⊗ ct

P (st|I, s0, s1, ..., st−1) = Softmax(wph
t)

(4)

Where Ψt(I) is the image representation defined in Eq. 1
at time t. w∗ and b∗ are the parameter learned by our model
and shared by all time steps. Each word is represented as an
one-hot vector st whose dimension is equal to the vocabu-
lary size.

Our goal is to predict the probability of observing the sen-
tence defined as Eq. 5. In summary, the probability of a sen-
tence is the product of the probability of each word given the
image and the words before current time.

p(s0, s1, ..., sm) =

m∏

i=0

p(si|I, s0, .., si−1) (5)

Thus, we define the loss by using the sum of the log likeli-
hood of the correct word at each time step. The optimization
can be formed as Eq. 6.

L(I, S) =

m∑

i=0

log(p(st|I, s0, ..., si)) (6)

The above objective function is optimized over the whole
training caption set by using stochastic gradient descent with
a momentum of 0.9. The learning rate is initially set to 0.01
and then is decreased by step. For sentence generation, there
are two strategies for sampling sentence of a given image.
The first approach is essentially a greedy method in which
we sample the next word with the maximum probability
from the probability distribution at each time step until the
end sign word is sampled or the maximum sentence length is
reached. The other approach is beam search method which
selects the top-k best sentences at each step and then gen-
erates new best top-k sentences based on the previous top-k
sentences. In this paper, we evaluate our method by using
these two sentence generation approaches respectively. Par-
ticularly, we can obtain the best run when the value of k is
set to 3.

Experiments

In this section, we introduce our experiments and analyze
the results in details. We implement our global-local atten-
tion model based on LRCN framwork (Donahue et al. 2015),
an open-source implementation of RNN. We prove the effec-
tiveness of our model through extensive comparison experi-
ments with several popular metrics.

Evaluation Metrics

Various methods for the evaluation of generated sentences
have been employed. However, how to evaluate the quality
of the descriptions is also challenging. Thus, in order to ver-
ify the performance of our model, we use multiple metrics
to evaluate the proposed GLA approach, i.e. BLEU-1,2,3,4
(Papineni et al. 2002), METEOR (Banerjee and Lavie 2005),
CIDEr (Vedantam, Lawrence Zitnick, and Parikh 2015) and
ROUGE-L (Lin 2004).

BLEU is the most popular metric for the evaluation of
machine translation which is only based on the n-gram pre-
cision. Here, we choose 1,2,3,4-gram to validate the perfor-
mance. METEOR is based on the harmonic mean of uni-
gram precision and recall with which the recall is weighted
higher than precision. It is designed to fix some of the prob-
lems of BLEU metric. Different with the BLEU metric, the
METEOR seeks correlation at the corpus level. CIDEr is de-
signed for evaluating image descriptions using human con-
sensus. ROUGE-L is used to measure the common subse-
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Table 1: Comparison experiments on exploiting global feature, local features and fusion of the two features.
Method Bleu1 Bleu2 Bleu3 Bleu4 METEOR CIDEr ROUGE-L
GlobFeat 67.3 49.1 34.4 24.0 22.2 76.9 49.2
LocAtt 66.3 47.5 33.1 22.9 21.6 73.6 47.8
GloLocAtt 69.7 51.7 37.1 26.3 23.8 85.7 51.4

Table 2: Comparison experiments to exploring the effect of dropout mechanism.
Method Bleu1 Bleu2 Bleu3 Bleu4 METEOR CIDEr ROUGE-L
GloLocAttEmb 70.1 52.4 37.7 26.6 23.7 87.3 51.4
GloLocAttEmb+OneDrop 71.0 53.4 38.6 27.6 23.8 89.2 51.5
GloLocAttEmb+TwoDrop 71.8 54.3 39.5 28.6 24.2 91.2 52.3

quence with maximum length between target sentence and
source sentence.

Datasets

We conduct experiments on the well-known MS COCO cap-
tion dataset, a popular large scale dataset. This dataset con-
tains 82,783 images for training and 40,504 images for val-
idation. Each image is associated with 5-sentence annotated
in English by AMT workers. Compared with other exist-
ing image caption dataset, such as, flickr8k and flickr30k,
COCO dataset has much more images and annotations for
both training and testing. Therefore, we only choose COCO
dataset in our experiments. In order to fairly compare with
existing methods, we keep the same splits as the previous
work (Karpathy and Fei-Fei 2015) - 5,000 images for vali-
dation and another 5,000 images from validation for testing.

Experiments and Results

Evaluation on Image-level and Object-level Information
for Image Description. Global features and local features
are important for image recognition task. In this section, we
conduct three experiments to test the effect of global feature,
local feature and fusion feature for image description. The
configurations of the model are listed as follows:
• GloFeat: Only using image-level feature Gf extracted

from VGG16 to generate description.
• LocAtt: Only using object-level features {Lf1, ..., Lfn}

extracted from Faster R-CNN with attention mechanism
to generate description.

• GloLocAtt: Integrating GF and {Lf1, ..., Lfn} with at-
tention mechanism to generate description.
The results of the three experiments are shown in Tab. 1.

Through comparing the result of GloFeat with LocATT, we
find that it is better to use global feature than only use lo-
cal features. Our conjecture is that we choose only the most
important objects. Perhaps there are some less important
objects which can not be ignored. In our experiments, we
choose top-n (n=10) detected objects by Faster R-CNN. By
comparing GloLocAtt with the other two runs, we find that
integration of local features with global feature can achieve
best performances. The reason is that the GloLocAtt model
captures both local object information and global context in-
formation.

Evaluation on Dropout Mechanism for Our Proposed
Method. When we train our two-layer LSTM language
model with global-local attention mechanism, we note that
there would be overfitting which does not appear in experi-
ments with only using global features. Dropout is an import
mechanism for regularizing deep network to reduce over-
fitting. As introduced in (Zaremba, Sutskever, and Vinyals
2014), we employ dropout in our model and explore the per-
formance with different forms. Besides, we also add one lin-
ear transform layer to reduce the integrated 4096-dimension
feature to 1000-dimension to keep consistent with the di-
mension of LSTM hidden layer which is denoted with
“Emb”. Therefore, we conduct three experiments in this sec-
tion as follows:

• GloLocAttEmb: Adding a linear transform layer to re-
duce the feature dimension.

• GloLocAttEmb+OneDrop: Adding one dropout layer
after the second LSTM layer.

• GloLocAttEmb+TwoDrop: Adding one dropout layer
after the first LSTM layer and one dropout layer after the
second LSTM layer, respectively.

Tab. 2 shows the comparison results. Compared with
GloLocAtt, GloLocAttEmb improves the performance
slightly in that the linear transform layer makes the fea-
ture more distinctive. Through comparing the dropout ex-
periments with GlobLocAttEmb experiment, we note that
dropout can reduce the overfitting in some degree and it is
better by adding two dropout layers.
Comparison with the State-of-the-art Methods. We fi-
nally compare the proposed GLA method with several state-
of-the-art methods: NIC (Vinyals et al. 2015), LRCN (Don-
ahue et al. 2015), m-RNN (Mao et al. 2015), soft/hard atten-
tion (Xu et al. 2015), g-LSTM (Jia et al. 2015), DeepVS
(Karpathy and Fei-Fei 2015) and ATT (You et al. 2016).
We show our results in Tab. 3. “GLA” represents that the
model configuration is same with the previous “GloLo-
cAttEmb+TwoDrop” model. GLA samples sentence with
greedy method. Since beam search is a heuristic search strat-
egy which can approximately maximize the probability of
generated sentence, we try beam search in our experiments,
and finally get the best result when the k is set to 3. The best
run is denoted as “GLA+BEAM3”.
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Baseline: A group of birds are standing
in the water.
Ours: A group of ducks swimming in a
lake.

Baseline: A group of people playing a
game of frisbee.
Ours: A group of people playing soccer
on a field.

Baseline: A man is riding a elephant
with a trunk.
Ours: A man is standing next to a large
elephant.

Baseline: A bear is walking through a
tree in the woods.
Ours: A bear is sitting on a tree
branch.

Figure 4: The sample images and their descriptions. The original caption is generated without object attention by LRCN. The
new caption is generated with our GLA.

Table 3: Comparison with several state-of-the-art models in terms of BLEU-1,2,3,4, METEOR, CIDEr, ROUGE-L and ME-
TEOR over MS COCO dataset. - indicates unknown scores. † indicates that the model has the same decoder with ours, that
is, the same CNN model for image representation. ∗ indicate that the model has the same encoder - the language model for
generating sentence description with ours.

Method Bleu1 Bleu2 Bleu3 Bleu4 METEOR CIDEr ROUGH-L
NIC (Vinyals et al. 2015) 66.6 46.1 32.9 24.6 - - -
LRCN ∗ (Donahue et al. 2015) 62.79 44.19 30.41 21 - - -
DeepVS † (Karpathy and Fei-Fei 2015) 62.5 45 32.1 23 19.5 66 -
m-RNN † (Mao et al. 2015) 67 49 35 25 - - -
soft attention † (Xu et al. 2015) 70.7 49.2 34.4 24.3 23.9 - -
g-LSTM Gaussian (Jia et al. 2015) 67 49.1 35.8 26.4 22.74 81.25 -
(RA+SF)-GREEDY ∗† (Jin et al. 2015) 69.1 50.4 35.7 24.6 22.1 78.3 50.1
(RA+SF)-BEAM10 ∗† (Jin et al. 2015) 69.7 51.9 38.1 28.2 23.5 83.8 50.9
ATT (You et al. 2016) 70.9 53.7 40.2 30.4 24.3 - -
GLA (ours) ∗† 71.8 54.3 39.5 28.5 24.2 91.2 52.3
GLA-BEAM3 (ours) ∗† 72.5 55.6 41.7 31.2 24.9 96.4 53.3

For these comparison methods, there are some differ-
ences with each other. The first difference is the encoder
for images representation. NIC, g-LSTM and ATT use
GoogLeNet, to obtain image-level features. LRCN exploits
AlexNet to extract image-leval features. DeepVS, m-RNN
and soft/hard attention utilize the VGG16 as the same with
our model to get image-level representation. To make fair
comparison, we first compare our method with these meth-
ods which use VGG16 encoder, and find that our method
has significant improvement on different metrics due to the
stacked two-layer LSTM and the use of global-local fea-
tures.

The second difference is the decoder structure for gener-
ating sentence descriptions. NIC, g-LSTM, and soft/hard at-
tention use the LSTM network as language model to gener-
ate image sentence description. ATT and m-RNN exploit the
basic RNN as decoder. As same with our model, LRCN uses
a stacked two-layer LSTM to translate image to sentence
description. DeepVS employs a BRNN to obtain the image
caption. Here, as for the same decoder, since we use inte-
grated global-local feature to generate image caption, our
model provides more distinctive features so as to have better
performances.

By comparing our GLA model with the existing methods,
we note that our approach achieves best performance. From

Fig. 4 which illustrates the sample images and their descrip-
tions generated by LRCN (Donahue et al. 2015) model and
GLA model, we can see that GLA model can generate more
relevant descriptions. The results show our method can solve
the problems of objects missing and misprediction in some
degree.

Conclusion
This paper proposes a novel method via combining image-
level and object-level information through attention mech-
anism with the encoder-decoder framework for image de-
scription, which achieves better performance on the MS
COCO benchmark compared with the previous approaches.
Compared with existing methods, our method not only cap-
tures the global information, but also obtains local object
information. Consequently, our method generates more rel-
evant and coherent natural language sentences which can de-
scribe the context of images.

However, our current GLA is not end-to-end. Thus, we
will try how to integrate the object detector with image cap-
tion so as to train and test our model end-to-end.
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