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Abstract

User feedback can be an effective indicator to the success of
the human-robot conversation. However, to avoid to interrupt
the online real-time conversation process, explicit feedback
is usually gained at the end of a conversation. Alternatively,
users’ responses usually contain their implicit feedback, such
as stance, sentiment, emotion, etc., towards the conversation
content or the interlocutors. Therefore, exploring the implicit
feedback is a natural way to optimize the conversation gener-
ation process. In this paper, we propose a novel reward func-
tion which explores the implicit feedback to optimize the fu-
ture reward of a reinforcement learning based neural conver-
sation model. A simulation strategy is applied to explore the
state-action space in training and test. Experimental results
show that the proposed approach outperforms the Seq2Seq
model and the state-of-the-art reinforcement learning model
for conversation generation on automatic and human evalua-
tions on the OpenSubtitles and Twitter datasets.

Introduction

Conversational robot is one of the most interesting and chal-
lenging topics in artificial intelligence research. It is usu-
ally developed to imitate the human-human chatting and ap-
plied to many scenarios, such as chitchat, interactive ques-
tion answering, task-oriented dialogue, interactive recom-
mendation, etc. With the blooming of deep neural network,
neural conversation models show amazing promise for con-
versation generation on two major categories. One is sin-
gle turn response generation which is a context insensitive
responding process that generates a response by only con-
sidering an input message. Many research focuses on the
single turn response generation (Shang, Lu, and Li 2015;
Vinyals and Le 2015; Li et al. 2016a; Dai and Le 2015;
Li et al. 2016b; Yao, Zweig, and Peng 2015; Mou et
al. 2016; Xing et al. 2016b; Vougiouklis, Hare, and Sim-
perl 2016; Xing et al. 2016a). It is also worth mention-
ing that the single turn response generation task is also
promoted by the short text conversation (STC) task of
NTCIR-12 (http://ntcir12.noahlab.com.hk/stc.htm) and 13
(http://ntcirstc.noahlab.com.hk/STC2/stc-cn.htm). However,
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Table 1: Human-human conversation segments that are sam-
pled from the OpenSubtitles dataset and contain the implicit
feedback.

Conversation Segments Implicit
Feedback

1 A: All the girls ogle him, but he
doesn’t turn me on. Stance

B: I don’t think he’s your type.

2 A: I love you so much. Do you have
any feelings for me? Emotion

B: Would I see you if I didn’t?

3 A: You look pretty in anything. Are
you that happy? Sentiment

B: I am.

4

A: What’s my least favorite word?

StalemateB: Phlegm.
A: You’re just guessing. It’s
“panties”.
B: Ohh.

the main drawback of most single turn response genera-
tion models is that they tend to frequently generate generic
responses, such as “Me, too”, “I don’t know”, due to the
maximum likelihood training (Li et al. 2016a; Serban et al.
2016c). Moreover, these generic responses are not ease to
respond and thus lead to an early close of conversations (Li
et al. 2016c).

The other is multi-turn conversation generation which
utilizes the recurrent neural network (RNN) based encoder-
decoder (Serban et al. 2016a; 2016c; 2016b) and the end-to-
end memory network (Bordes and Weston 2016) to model
the context information. Recently, the reinforcement learn-
ing based conversation generation approaches are proposed
to modeling long-term reward (Li et al. 2016c; Asghar et al.
2016; Dhingra et al. 2016). The goal of these models is to
generate coherent responses to make the conversations easy
to sustain (Li et al. 2016c).

Despite the success of previous work on multi-turn neural
conversation generation, a serious issue still remains: The
existing approaches for neural conversation generation have
not considered the implicit feedback on both of offline and
online learning of the human-robot conversation process.
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Table 2: Sampled simulated conversations that are generated by the baseline reinforcement learning (RL) model (Li et al.
2016c)(Left column) and our proposed implicit feedback model(Right column). Both of the models are trained on the Open-
Subtitles dataset. The utterance [1] is input by the authors and the two models then start to chat by taking an output of a model
as the input of the other model. The simulation is stopped when the conversations are repetitive.

Baseline RL model (Li et al. 2016c) Proposed implicit feedback model

A: What are you like? [1] A: What are you like? [1]
B: I’m so confused. [2] B: One of your favs. [2]
A: You know it. [3] A: That’s so cute. [3]
B: Thank you !!! [4] B: Thank you love. [4]
A: You’re welcome. [5] A: You’re welcome xoxo. [5]
B: Lmao I hate this. [6] B: You’re the best! [6]
A: What do you mean? [7] A: I’ll be good to you. [7]
B: Nah I hate it. [8] B: I like you too. [8]
(Repeat) A: lol I know. [9]
... B: This is true. [10]
... A: That’s what I’m saying. [11]
... (Repeat)

Table 2 shows an example of two simulated conversations1

which are with (Right column)/without (Left column) mod-
eling the implicit feedback for conversation generation, re-
spectively. To see the entire content in Table 2, we find that
the implicit feedback are ubiquitous in the conversations.
The utterances of [2], [4], [6], [8] in the left column and
[2]-[9] in the right column contain rich sentiments. How-
ever, comparing the two simulated conversations, the base-
line model fails to capture the implicit feedback that are con-
veyed by the words of “confused” and “hate” and generate
bad actions(the utterances of [3] and [7]).

In this paper, we aim to verify two assumptions:

• The implicit feedback which is involved in an utterance
can impact the long term goal of the conversations.

• The reward function which is composed by the implicit
feedback can sustain the human-robot conversations in a
positive state and not falling into stalemate.

In this paper, we explore the implicit feedback to optimize
the generation of open domain conversations for human-
robot conversation. More concretely, we integrate the im-
plicit feedback into the reward function to optimize the long-
term goal of conversation generation. Two conversational
robots are simulating to explore the action-state space for
learning to maximize the reward expectation. The sampled
results in the right column of Table 2 illustrate that our pro-
posed implicit feedback model can better sustain the conver-
sation than the baseline model.

Implicit Feedback Model

In this section, we will detail the proposed implicit feed-
back model for conversation generation. We will first ana-
lyze the implicit feedback that can be explored during the
conversation process. Second, we will briefly introduce the
reinforcement learning based conversation model. Third, we

1Here, a simulated conversation is generated by chatting of two
conversational robots.

will present how to integrate the implicit feedback into the
conversation modeling process.

Implicit Feedback Exploration

Implicit feedback, such as stance, sentiment or emotion, etc.,
are ubiquitous in conversations and have important impact
on sustaining conversations. Table 1 shows the conversation
segments that involve the implicit feedback. They are sam-
pled from the OpenSubtitles dataset. For the conversation
segment 1, the response “I don’t think he’s your type.” shows
the opposite stance of speaker B towards the previous utter-
ance of speaker A. The conversation segment 2 and 3 show
the emotion of “love” and the sentiment of “happy”, respec-
tively. For the conversation segment 4, it is in a stalemate
state which makes the conversation hard to carry on.

There may be other types of implicit feedback. As a
preliminary attempt, in this paper, we plan to explore the
(1)stance and (2)sentiment as well as the conversation state
of (3)stalemate for conversational robots to generate open
domain conversations.

It is worth noting that the implicit feedback can be used
for conversation generation in two ways: First, the implicit
feedback can be identified from the candidate utterances
generated by a conversational robot and used to estimate
the future reward of the generated utterances in human-robot
conversations. In this case, the implicit feedback comes from
the candidate utterances generated by a conversational robot.
Second, the implicit feedback can be detected from the hu-
man generated utterances and conditioned as a “guidance”
or extra context for a conversational robot to generate re-
sponses. In this case, the implicit feedback comes from the
human generated utterances. In this paper, we only focus on
the first way of using the implicit feedback and leave the use
of the second way in future work.

Reinforcement Learning for Conversation Model

The reinforcement learning approach has been widely used
in conversation or dialogue systems (Walker 2000; Young
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et al. 2010; Gasic et al. 2014; Su et al. 2016b; 2016a;
Wen et al. 2016b). Generally, a reinforcement learning based
conversation model can be represented as a four-tuple <
s, a, r, p >, where s, a, r and p denote the state, action,
reward and policy, respectively.

In the proposed conversation model, the learning pro-
cess is through the simulation of two conversational robots.
Let A and B denote the two conversational robots, re-
spectively. The conversation process is carried on by the
simulated chatting between the two robots. Therefore,
a conversation can be represented as an alternate se-
quence of utterances that generated by the two robots as
“ua1

, ub1 , ua2
, ub2 , ..., uai

, ubi , ..., uan
, ubn”.

State Taking an utterance ubi as an example, the
state should be denoted by all the previous utterances
ua1 , ub1 , ua2 , ub2 , ..., uai . However, considering the compu-
tational complexity on modeling the long-term conversation
history, the same to (Li et al. 2016c), we only utilize the pre-
vious two utterances [uai

, ubi ] to denote the current state.
The state is then represented by a dense vector by encoding
the concatenation of uai

and ubi . Similar to (Li et al. 2016a;
2016c; Su et al. 2016b), the concatenation of uai

and ubi is
fed to an RNN-LSTM model to generate the representation
of conversation states.

Action For a given conversation, an action a is an utter-
ance to be generated. In open domain conversations, the ac-
tion space is infinite. For example, given an input message
“How is going?”, the responses could be “Not bad.”, “It’s
okay.”, “Pretty good”, etc. The conversation generation can-
not be seen as a supervised learning process as the reward of
an action can not be immediately obtained until the end of
the conversation.

Reward The reward r indicates the contribution of an ac-
tion a to the success of a conversation. The reinforcement
learning process is to iteratively estimate and maximize the
expectation of the future rewards given the current state and
action. Li et al. 2016c proposed an approach to approximate
the reward function robj(a, [uai

, ubi ]) (Objective reward) by
linearly combining 3 objective factors that avoid to generate
dull, repetitive and non-coherent utterances in conversation
generation. In this paper, besides the implicit feedback re-
ward, we also consider the objective reward function to our
proposed conversation model.

Policy For a reinforcement learning based conversation
model, the policy is usually a joint distribution of action and
state. The policy can also be seen as a function that input
the current state (conversation history) and output an action
(response) with its probability. Therefore, the crucial part of
learning to conversation is the policy learning. In this pa-
per, we use pRL(a|uai , ubi) to denote the conversation pol-
icy that is learnt by a reinforcement learning approach. It
is worth noting that the object functions of pRL(a|uai

, ubi)
and pseq2seq(a|uai

, ubi) are different. The former is based
on a reinforcement learning function while the latter is based
on a cross-entropy function.

Implicit Feedback based Conversation Model

In this section, we will present how the implicit feedback are
integrated into the proposed reinforcement learning based
conversation model.

A New Reward Function with Implicit Feedback As de-
scribed in Section , we consider 3 implicit feedback for con-
versation generation. They are (1)stance, (2)sentiment and
(3)stalemate in conversation. We will detail the rewards that
are defined by the explored implicit feedback.

Stance Reward We take the stance identification as a bi-
nary classification task. For a given utterance u, f1(u) ∈
{0, 1}, where 0 and 1 denote negative and positive respec-
tively. The function f1 draws on the definition of binary
stance classification function by using (Teng, Vo, and Zhang
2016). We then define the stance reward function as follow-
ing:

r1 = f1(a)[ log pseq2seq(a|uai
, ubi) (1)

+ log p′seq2seq(ubi |a)]
Sentiment Reward The sentiment of a given utterance u

is calculated as the following function.

f2(u) =

⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩

−2 if f2(u) ≤ −1.5

−1 if − 1.5 < f2(u) ≤ −0.5

0 if − 0.5 < f2(u) ≤ 0.5

1 if 0.5 < f2(u) ≤ 1.5

2 if f2(u) ≥ 1.5

(2)

Where, each utterance u is assigned a sentiment label
from -2 to 2, which denote very negative, negative, neutral,
positive and very positive, respectively. The sentiment labels
are generated by the function f2(u) proposed by (Teng, Vo,
and Zhang 2016) and the reward function is defined as:

r2 = f2(a)[ log pseq2seq(a|uai
, ubi) (3)

+ log p′seq2seq(ubi |a)]
The sentiment reward is proposed to verify the impact of the
sentiments on generating utterances.

Stalemate Reward As the sampled conversations shown
in Table 1 and 2, the conversation may come to a stalemate
state due to the repetitive turns on simulation process and
the perfunctory responses during the conversations.

Given an utterance u, f3(u) ∈ [0, 1] denotes the likeli-
hood of u of a conversation to come to a stalemate state.
We re-implement the stalemate detection approach (Li et al.
2016d) to calculate the f3(u). We thus proposed a reward
function that considers the stalemate state in conversations.

r3 = − log f3(a)− 1

NV

∑
t∈V

1t

Na
(4)

Where, V represents a stalemate vocabulary2. NV and Na

denote the number of tokens of V and the action a, respec-
tively. 1t is an indicator that equals to 1 if t is a token of a,
otherwise, equals to 0.

2We manually constructed the stalemate vocabulary, which con-
tains 12 words that indicate the conversation may come to a stale-
mate state.
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As shown in Equation (4), the stalemate reward consists
of two parts. The left part is estimated by a learning based
approach and the right part is calculated by a heuristic ap-
proach which depends on a manually collected stalemate
vocabulary. Both of the two parts are to penalize the actions
that may lead a conversation to a stalemate state.

The final implicit feedback based reward of an action a,
given the state [uai , ubi ] is as follows:

rimp(a, [uai
, ubi ]) = λ1r1 + λ2r2 + λ3r3 (5)

Reward Function In this paper, we take the
robj(a, [uai

, ubi ]) as the base reward. The proposed
implicit feedback reward rimp(a, [uai

, ubi ]) is combined
with the base reward by linear interpolation. The final
reward of an action a, given the state si = [uai , ubi ] is
obtained as:

r(a, si) = δrobj(a, si) + (1− δ)rimp(a, si) (6)

Conversation Simulation For the learning of the conver-
sation policy pRL(a|uai

, ubi), we utilize the strategy of con-
versation simulation between two conversational robots to
explore the state-action space. It is worth noting that the sim-
ulation process consists of two steps. The first step is to gen-
erate an utterance by a conversational robot. The second step
is to learn the generation of simulation turn by turn.

Utterance Generation For utterance generation, we uti-
lize the Seq2Seq model (Vinyals and Le 2015) to initialize
the conversation policy pseq2seq . Inspired by (Li et al. 2016c;
Ranzato et al. 2015), we use policy gradient (Williams
1992; Sutton et al. 2000) for optimization. Given the cur-
rent state [uai

, ubi ], the model generates a set of candi-
date actions A = {â|â ∼ pRL}, pRL is initialized by
pseq2seq . The expected reward for a candidate action â as
E[pRL(â|uai , ubi)].

We use the stochastic gradient descent approach to up-
date the parameters of the Seq2Seq model. For training
the Seq2Seq model, we use the curriculum learning ap-
proach (Bengio et al. 2009) to generate each utterance. Con-
cretely, for a given utterance whose length is U , we use the
cross-entropy loss to generate the first R tokens. The rest
U −R tokens are then generated by using the reinforcement
learning algorithm. R is gradually (batch to batch) anneal-
ing to zero during the training process. Following (Zaremba
and Sutskever 2016; Li et al. 2016c), we also use an ad-
ditional neural network which concatenates the representa-
tions of the initial source and the generated target of the
Seq2Seq model as input and output a score q (Reward base-
line), which is used to decrease the learning variance.

Simulation The process of simulation between two con-
versational robots is run in two steps. 1) given an initial ut-
terance from the training data to robot A as input. 2) robot
A generates an output utterance and then feeds as the in-
put to robot B. The simulation is to repeat the above steps
until a conversation reaches an end. The same to (Li et al.
2016c), we use a simple rule matching method, with a list
of 8 phrases that count as dull responses. Once a dull re-
sponse is generated, the conversation is ended. During the
simulation, we need to learn the conversation policy pRL

for each action a given the state [uai , ubi ]. The policy gradi-
ent approach is then used to optimize the expected reward.
Please refer to (Zaremba and Sutskever 2016) for more de-
tails about the derivation of the objective function and the
gradient update.

Similar to (Li et al. 2016c), we also use a curriculum
learning for training the conversation generation model. We
first generate 2-turn simulations and then gradually increase
to generate 5-turn simulations. For each turn of a simulation,
5 candidate utterances are generated. As the proceeding of a
simulation, the number of candidate utterances grows expo-
nentially. Considering the computational complexity, each
simulation is only carried out for 5 turns at most in the train-
ing phase.

Experiments and Results

Experimental Data

In this paper, we empirically compare the performance of the
proposed approach and the baselines on two datasets. The
first is the OpenSubtitles dataset (Tiedemann 2009), which
is also used in (Vinyals and Le 2015; Li et al. 2016c). The
second dataset is a Twitter conversation corpus3 that con-
tains 754,530 messages. 44 million and 376,265 conversa-
tion pairs from the two datasets are used for training the
Seq2Seq models. 0.8 million and 30,000 of extracted mes-
sages that have the lowest likelihood of generating dull re-
sponses are respectively used for initializing the conversa-
tion simulations for the policy learning.

Parameter Setting

The training epochs are equals to 50 and 124 on the Open-
Subtitles and Twitter datasets, respectively. The batch size is
set to 128. The maximum length of an input sequence is set
to 60 words. The number of hidden state of Seq2Seq model
equals to 128. The size of the vocabulary for Seq2Seq model
is set to 100,000. The beam size is set to 10 for decoding.
For the training and test of the simulation, the numbers of
the simulated conversation turns are set to 5 and 8, respec-
tively. The λ1, λ2 and λ3 in Equation (5) equals to 0.4,0.4
and 0.2. δ in Equation (6) equals to 0.5.

Evaluation

Automatically evaluating a conversation model is still an
open problem. The BLEU socre (Papineni et al. 2002) is
widely used for evaluating machine translation systems.
However, it is not a suitable evaluation metric for conver-
sation generation, as the compatible responses to the same
utterance may share less common words. Moreover, it is
also hard to construct a reference set with adequate cov-
erage. The perplexity used to evaluate the quality of lan-
guage modelling, is also not suitable to evaluate the rele-
vance of utterances in conversation (Shang, Lu, and Li 2015;
Li et al. 2016c).

To address the above issues, we propose two evaluation
measures, namely automatic evaluation and human evalua-
tion. Each evaluation measure includes several metrics. For
the empirical comparisons, two baselines are chosen.

3https://github.com/Marsan-Ma/chat corpus
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Model
# of simulated turns

OpenSubtitles Twitter
Seq2Seq 2.39 5.82
RL-Seq2Seq 4.38 7.32
Ours 4.64 7.79

Table 3: The comparison of the average number of simulated
turns (conversation length) between the baselines and our
proposed approach.

• The Seq2Seq model proposed by Vinyals and Le 2015
that used the sequence to sequence learning model for
conversation generation.

• The state-of-the-art conversation generation model (RL-
Seq2Seq) (Li et al. 2016c) based on deep reinforcement
learning and sequence to sequence learning models.

Automatic Evaluation Inspired by the simulation strategy
for training the conversation policy. We again adopt the sim-
ulation on test. 1,000 and 200 messages that are not used
for training, are randomly sampled from OpenSubtitles and
Twitter datasets for initializing the test simulation, respec-
tively. The first automatic evaluation metric is the average
number of simulated turns generated by the three conversa-
tion models. The reason of choosing this metric for evalua-
tion is that resulting in the observations of the training data,
we intuitively assume that better conversation models lead to
generate more simulated turns without repetitive or dull re-
sponses. Table 3 shows the experimental results of the aver-
age number of simulated turns of the baselines and our pro-
posed approach. As can be seen, due to the reward combina-
tion of the implicit feedback, our proposed approach gains
over the baselines on sustaining the simulated conversations.

The second metric for automatic evaluation is the diver-
sity of generated conversations. The diversity score for a
conversational robot equals to the number of distinct tokens
in its generated utterances divided to the total number of
generated tokens. Here, we calculate the diversity score of
the distinct unigram and bigram in generated utterances for
each model. Experimental results are shown in Table 4. We
can see that the proposed approach generates more number
of distinct unigrams and bigrams than the baselines in both
OpenSubtitles and Twitter datasets. It illustrates that the pro-
posed approach can generate more diverse responses by in-
troducing the stance and sentiment factors as well as avoid-
ing the stalemate in conversations.

To verify the performance of the proposed implicit feed-
back based reward, we also compare the experimental results
of different reward functions. As shown in Table 5, we find
that the implicit feedback reward rimp can enhance the per-
formance of the model that only uses the objective reward.
Meanwhile, we can also conclude by comparing the perfor-
mance of robj and rimp that the robj based model is adept in
increasing simulated turns while the rimp is good at gener-
ating longer and more diverse utterances.

Human Evaluation We introduce two settings of hu-
man evaluation, namely offline human judgement and on-

Model
OpenSubtitles Twitter

unigram bigram unigram bigram
Seq2Seq 0.0027 0.0013 0.0157 0.0211
RL-Seq2Seq 0.0034 0.0038 0.0212 0.0301
Ours 0.0042 0.0045 0.0219 0.0316

Table 4: The diversity of the generated conversations of the
baselines and our proposed approach. Diversity score equals
to the number of distinct unigrams and bigrams in the gen-
erated utterances divided to the total number of generated
tokens, respectively.

line realtime human-robot conversation. The offline human
judgement includes 2 metrics: “single-turn general quality
(S-Q)” and “single-turn ease to respond (E2R)”, which are
also adopted by Li et al. 2016c. Here, given an input to the
two compared models, 3 judges are asked to decide which
one of the two outputs is better for the given input(S-Q)
and which of the two outputs is easier to respond by hu-
man (E2R). We randomly sample 150 messages from each
dataset as the inputs of the RL-Seq2Seq and our proposed
model. We thus obtain 600 single turn conversations gener-
ated by the two compared models for S-Q and E2R evalua-
tions. Ties are permitted. Identical responses to a same input
are given the same score. When inconsistencies occur, the
final judgements are generated by voting. Specially, when
the 3 judges provide totally different judgements, another
judge is involved in the judgement. Table 6 shows the human
judgement results between our proposed approach and RL-
Seq2Seq approach on the above 2 metrics. As can be seen
from Table 6, due to the integration of implicit feedback,
our proposed approach tends to generate the responses that
avoid to make the conversation come to a stalemate and thus
easier to respond. Meanwhile, the high tie ratios are also in
our expectation and easy to understand as the base model
of response generation is Seq2Seq (Vinyals and Le 2015),
which is the same to our proposed model and RL-Seq2Seq.
It thus leads to that the performance of most single turn re-
sponses is similar to the two compared models.

We developed a human-robot conversation platform for
the online realtime human-robot conversation. In this set-
ting, 3 judges are talking to two anonymous conversational
robots (One is based on our proposed model, the other is
based on the RL-Seq2Seq model), respectively. The judges
can decide when to end a conversation if they are not willing
to continue the current conversation. Each of the 3 judges
is asked to finish 25 online realtime conversations for each
robot. For each online conversation, the starting sentence for
the two conversational robots is the same. The chat content
is controlled to be chit-chat. The content of question answer-
ing, task-oriented dialogue and information recommenda-
tion is not permitted in the online conversations. We thus to-
tally collected 150 conversations for the two conversational
robots. After the ending of each conversation, the judges are
asked to give a feedback on 2 metrics, namely user satisfac-
tion (S) and conversation fluency (F). The user satisfaction
is ranged from 0 ∼ 4, which denote very dissatisfied, dissat-
isfied, neutral, satisfied and very satisfied, respectively. The
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Reward
OpenSubtitles Twitter

# of turns unigram bigram Avg(Nt(u)) # of turns unigram bigram Avg(Nt(u))
robj 4.38 0.0034 0.0038 4.41 7.32 0.0212 0.0301 4.9
rimp 3.71 0.0037 0.004 4.64 6.55 0.0216 0.0308 5.15
robj + rimp 4.64 0.0042 0.0045 5.38 7.79 0.0219 0.0316 6.08

Table 5: The average number of simulated turns and the diversity of the generated conversations of the reinforcement learning
model with different reward functions.Avg(Nt(u)) denotes the average number of tokens in the generated utterances.

Dataset Metric Our-win Our-lose Tie

OpenSubtitles S-Q 0.153 0.12 0.726
E2R 0.147 0.1 0.753

Twitter S-Q 0.16 0.073 0.767
E2R 0.147 0.073 0.78

Table 6: Human judgement results between our proposed ap-
proach and RL-Seq2Seq approach on the 2 metrics.

Model S F # of turns Avg(Nt(u))
RL-Seq2Seq 1.974 1.26 8.84 2.92

Ours 2.304 1.532 11.53 3.42

Table 7: The average scores of the user satisfaction, con-
versation fluency, the number of conversation turns and the
average number of generated tokens Avg(Nt(u)) of our
proposed approach and RL-Seq2Seq approach.

conversation fluency measures the coherence of the conver-
sation. It is ranged from 0 to 2 denoting disfluency, neutral
and fluency, respectively. Table 7 shows the human evalua-
tion results of our proposed approach and RL-Seq2Seq ap-
proach on 4 metrics. We can see that our approach outper-
forms the RL-Seq2Seq model in both user satisfaction and
conversation fluency. To see the average number of turns of
conversation simulation, it denotes that the users are more
willing to talk with our proposed conversation model due to
its ability on modeling the human stance, sentiment, emo-
tion, etc, as well as breaking the stalemate in conversations.
The satisfaction and fluency scores also illustrates that our
proposed model are more capable of maintaining the conver-
sation topics and generate coherent conversations than that
of the RL-Seq2Seq model. It also verifies that the long-term
goal of conversation generation can be better optimized by
exploring the implicit feedback. We can also see that the av-
erage number of tokens in the generated utterances is differ-
ent between the proposed conversation model and the RL-
Seq2Seq model. It indicates that the implicit feedback re-
ward tends to increase the length of the generated utterances
in conversation. Meanwhile, longer utterances may provide
more information in conversations. That may be helpful to
sustain the conversations.

Related Work

The conversation generation research mainly focuses on two
categories. First is the open domain conversation genera-
tion. Ritter, Cherry, and Dolan 2010 proposed an unsuper-

vised approach to model dialogue response by clustering
the raw utterances. They then presented an end-to-end di-
alogue response generator by using a phrase-based statis-
tical machine translation model (Ritter, Cherry, and Dolan
2011). Banchs and Li 2012 introduced a search-based sys-
tem, named IRIS, to generate dialogues using vector space
model and then released the experimental corpus for re-
search and development (Banchs 2012). Recently, benefit
from the advantages of the sequence to sequence learning
framework with neural networks (Sutskever et al. 2014) and
Shang, Lu, and Li 2015 had drawn inspiration from the neu-
ral machine translation (Bahdanau, Cho, and Bengio 2014)
and proposed a RNN encoder-decoder based approach to
generate dialogue by considering the last one sentence and
a larger range of context respectively. Serban et al. 2016a
preseneted a hierachical recurrent encoder-decoder (HRED)
approach to encode each utterance and recurrently model the
dialogue context to generate context dependent responses.
Serban et al. 2016c further introduced a stochastic latent
variable at each dialogue turn to improve the ambiguity and
uncertainty of the HRED model for dialogue generation.
Serban et al. 2016b proposed a parallel stochastic generation
framework which first generates a coarse sequence and then
generate an utterance conditioned on the coarse sequence.
To address the problems of generating generic and repeti-
tive response of the RNN encoder-decoder framework, Li et
al. 2016c proposed a deep reinforcement learning approach
to either generate meaningful and diverse response or in-
crease the length of the generated dialogues. Xing et al. 2017
proposed a hierarchical recurrent attention network (HRAN)
to jointly model the importance of tokens in utterances and
the utterances in context for context-aware response gener-
ation. Dhingra et al. 2016 presented an end-to-end dialogue
system for information accquisition from knowledge base by
using reinforcement learning. Asghar et al. 2016 proposed
an active learning approach to learn user explicit feedback
online and combine the offline supervised learning for re-
sponse generation of conversational agents.

Second is task-oriented dialogue generation. Previous re-
search on task-oriented dialogue generation usually em-
ployed handcrafted generator to define the generation de-
cision space with the handcrafted features or statistical
models (Langkilde and Knight 2002; Walker, Rambow,
and Rogati 2002; Paiva and Evans 2005; Isard, Brock-
mann, and Oberlander 2006; Mairesse and Walker 2008;
Rieser and Lemon 2009). These approaches have the limi-
tation on scaling to new domains. Mairesse et al. 2010 pro-
posed a statistical language generator which used a dynamic
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Bayesian networks to generate dialogue response. Mairesse
and Young 2014 learned to generate paraphrases in dialogue
through a factored language model that was training from
the data collected by crowdsourcing. Both of them com-
pletely learn from the data and thus has no limitation on
domain transfer. Recently, as the powerful of deep neural
network on learning from large-scale data, Wen et al. 2015a
proposed a statistical dialogue generator based on a joint
recurrent and convolutional neural network, which can di-
rectly learn from the data without any semantic alignment or
handcrafted rules. Further, Wen et al. 2015b proposed a se-
mantically conditioned LSTM to generate dialogue response
and then compared it with an RNN encoder-decoder gener-
ator on multi-domain data to verify the ability of domain
adaptation of the two generators (Wen et al. 2016a) . Bordes
and Weston 2016 utilized an end-to-end memory network
to model the context information and generate task-oriented
response for dialogue system.

Conclusion and Future Work

In this paper, we explore the implicit feedback in the conver-
sation to optimized the long-term goal of conversation gen-
eration. Based on the reinforcement learning framework, we
proposed a new reward function that integrate the implicit
feedback for conversation generation. A simulation strat-
egy is utilized to explore the action-state space for training
and test the conversation model. Experimental results show
that the proposed approach outperforms the state-of-the-art
approach in both automatic and human evaluations on the
OpenSubtitles and Twitter datasets.
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