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Abstract

To reduce the dependence on labeled data, there have been in-
creasing research efforts on learning visual classifiers by ex-
ploiting web images. One issue that limits their performance
is the problem of polysemy. To solve this problem, in this
work, we present a novel framework that solves the problem
of polysemy by allowing sense-specific diversity in search re-
sults. Specifically, we first discover a list of possible semantic
senses to retrieve sense-specific images. Then we merge vi-
sual similar semantic senses and prune noises by using the re-
trieved images. Finally, we train a visual classifier for each se-
lected semantic sense and use the learned sense-specific clas-
sifiers to distinguish multiple visual senses. Extensive exper-
iments on classifying images into sense-specific categories
and re-ranking search results demonstrate the superiority of
our proposed approach.

Introduction

In the past few years, labeled images have played a criti-
cal role in high-level image understanding (Guo et al. 2017;
Shen et al. 2017). For example, ImageNet (Deng et al.
2009) has acted as one of the most important factors in the
recent advance of developing and deploying visual repre-
sentation learning models (e.g., deep CNN). However, the
process of constructing ImageNet is both time-consuming
and labour-intensive. To reduce the cost of manual an-
notation, learning directly from the web images has at-
tracted broad attention (Schroff et al. 2011; Yao et al. 2016;
2017; Guo et al. 2017). Compared to manual-labelled image
datasets, web images are a rich and free resource.

For arbitrary categories, the potential training data can be
easily obtained from the image search engines like Google
or Bing. Unfortunately, due to the error index of image
search engine, the precision of the returned images from
image search engine is still unsatisfactory. For example,
method (Schroff et al. 2011) reports the average precision
of the top 1000 images from Google Image Search engine
is only 32%. One of the most important reasons for the
noisy results is the inherent ambiguity in the user query. As
shown in Fig. 1, when we submit the query “mouse” into the
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Figure 1: Visual polysemy. For example, the query “mouse”
returns multiple visual senses on the first page of results.
The retrieved web images suffer from the low precision of
any particular visual sense.

Google Image Search engine, the returned results can refer
to the animal “mouse”, or the electronic product “mouse”.

Visual polysemy means that a word has several seman-
tic senses that are visually distinct. The traditional way to
handle polysemy is to leverage the expert knowledge Word-
Net (Miller et al. 1995) or Wikipedia (Mihalcea et al. 2007).
These human-developed knowledge suffer from the problem
of missing information (Prakash et al. 2007). For example,
WordNet has a large coverage of NOUN category, it contains
very few entities (e.g., organizations, locations). Wikipedia
can help to bridge this gap, but a great deal of information
is still missing (Chen et al. 2015). What’s more, both of the
WordNet and Wikipedia have no information about the vi-
sual senses and still need manual annotation to bridge the
semantic and visual senses.

Since the semantic and visual senses of a given query
are highly related, recent works also concentrated on jointly
clustering text and images (Loeff et al. 2006; Wan et al.
2009; Saenko et al. 2009). Most of these methods assume
that there exists a one-to-one mapping between semantic and
visual sense towards to the given query. This assumption is
not always true in the practice. To deal with the multiple
visual senses, Chen et al.(Chen et al. 2015) adopt a one-
to-many mapping between semantic and visual spaces. This
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approach can help us to find multiple visual senses from the
web but overly depends on the collected web pages. If we
can not collect webpages that contain multiple semantic and
visual senses for the given query, the effect of this method
will be greatly reduced.

Inspired by the situation described above, we seek to au-
tomate the process of discovering and distinguishing multi-
ple visual senses for polysemous words through web data.
We propose a weakly supervised method that resolves vi-
sual polysemy by allowing sense-specific diversity in search
results. We take a three-step approach. Firstly, we dis-
cover a list of possible semantic senses through Google
Books Ngram Corpus (Michel et al. 2011), to retrieve sense-
specific images. Secondly, we merge visual similar semantic
senses and prune noises by using the retrieved sense-specific
images. Thirdly, we learn a visual classifier for each selected
semantic sense and use the learned sense-specific classifiers
to group and re-rank the polysemous images into its spe-
cific senses. To verify the effectiveness, we conducted exper-
iments on datasets CMU-Poly-30 and MIT-ISD to demon-
strate the superiority of our proposed approach. The main
contributions of this work are summarized as follows:

• We propose a novel approach for discovering and dis-
tinguishing multiple visual senses for polysemous words
without explicit supervision.

• Our work shows substantial improvement over existing
weakly supervised state-of-the-art methods.

• Our work can be used as a pre-step before directly learn-
ing from the web, which help to choose appropriate vi-
sual senses for sense-specific images collection, thereby
improving the efficiency of learning from the web.

Related Work

Automatically discovering and distinguishing visual senses
for polysemous words from the web is an extremely difficult
problem. Several authors proposed to clean the retrieved im-
ages and learn visual classifiers, although none have specifi-
cally addressed the problem of polysemy. Method (Fergus et
al. 2004) proposed the use of visual classifiers learned from
Google Image Search engine to re-rank the images based on
the visual consistency. Subsequent method (Yao et al. 2016;
Shen et al. 2017; Yao et al. 2017) has employed similar re-
moving mechanisms to automatically construct clean image
datasets for training visual classifiers. However, these meth-
ods are category-independent and do not learn which words
are predictive of a specific sense.

To discover multiple semantic and visual senses for pol-
ysemous words, previous works have also concentrated on
clustering both of the text and image sources on the web
(Loeff et al. 2006; Saenko et al. 2009; Wan et al. 2009;
Chen et al. 2015). Method ISD (Loeff et al. 2006) involves
two major steps: (1) extracting and weighting text features
from the web pages, visual features from the retrieved im-
ages, (2) running spectral clustering on both of the text fea-
tures and visual features to derive the multiple semantic
senses. Method VSD (Wan et al. 2009) and ULVSM (Saenko
et al. 2009) proposed a latent model to learn multiple visual

senses from a large collection of unlabeled web data, but
rely on Wikipedia and WordNet’s sense inventory respec-
tively. Method SDCIT (Chen et al. 2015) proposed a one-
to-many mapping between the text-based feature space and
image-based visual space to discover multiple semantic and
visual senses of a Noun Phrase. However, clustering presents
a scalability issue for this problem. Since our images are
sourced directly from the web and have no bounding boxes,
every image creates millions of data points, the majority of
which are outliers.

The Proposed Approach

The inspiration for our work comes from the fact that web
images indexed by a polysemous word can be in a rich diver-
sity. Our main idea of solving the problem of polysemy by
allowing sense specific diversity in search results. Specifi-
cally, our proposed framework consists of three major steps:
1) discovering a list of possible semantic senses, to retrieve
sense-specific images, 2) merging visual similar semantic
senses and pruning noises, 3) training a visual classifier for
each selected semantic sense and distinguishing the multiple
visual senses for the given polysemous word.

Discovering Possible Semantic Senses

Inspired by recent work (Michel et al. 2011), we can use
Google Books Ngram English 2012 Corpus to discover the
possible semantic senses for modifying the given polyse-
mous word. Our motivation is to find all the possible seman-
tic senses the human race has ever written down in books.
Following (Lin et al. 2012) (see section 4.3), we specif-
ically use the dependency gram data with parts-of-speech
(POS) for possible semantic senses discovering. For exam-
ple, given a word (e.g., “mouse”) and its corresponding POS
tag (e.g., ‘mighty, ADJ’), we find all its occurrences anno-
tated with POS tag within the dependency gram data. Of
all the ngram dependencies retrieved for the given word, we
choose those whose modifiers are tagged as NOUN, VERB,
ADJECTIVE and ADVERB as the possible semantic senses.
We use these possible semantic senses to retrieve sense-
specific web images from the image search engine.

Merging and Pruning Semantic Senses

Among the list of possible semantic senses, some of
them are sharing the visually similar distributions (e.g.,
“jerry mouse”, “mininie mouse” and “cartoon mouse”). To
avoid training separate models for visually similar semantic
senses, and to pool valuable training data across them, we
need to merge and sample these visually similar semantic
senses. In addition, not all the discovered semantic senses
are useful, some noise may also be included (e.g., “figure
mouse” and “flying mouse”). To better distinguish multiple
visual senses, we need to prune these noises.

Merging visual similar semantic senses For each possi-
ble semantic sense, we use the top N images from Google
Image Search Engine to represent its visual distribution. We
denote the visual similarity space of all discovered semantic
senses by a graph G = {V,W}, where each node represents

524



a semantic sense and each edge represents the visual simi-
larity between two nodes.

Each node has a score Si which corresponds to the qual-
ity of its classifier. Specifically, we assume the top N images
are positive instances (based on the fact that the top few im-
ages returned from image search engine tend to be positive),
then randomly split these images into a training set and val-
idation set Ii = {Iti , Ivi }. We gather a random pool of nega-
tive images and split them into a training set and validation
set I = {It, Iv}. We train a linear support vector machine
(SVM) classifier fi with Iti and I

t
using the 4096 dimen-

sional deep features (based on AlexNet (Krizhevsky et al.
2012)). We then use {Ivi , I

v} as validation images to calcu-
late the classification results. We set the score Si equal to
the classification results on its own validation set {Ivi , I

v}.
The edge weights Wi,j correspond to the visual similarity
between two nodes, and is measured by the score of the ith
node classifier fi on the jth node validation set {Ivj , I

v}.
Then the problem of merging visually similar semantic

senses can be formulated as sampling a representative subset
of space v ⊆ V which maximizes the quality of the subset:

max
v

∑
i∈V

Si · φ(i, v)

s.t. |v| � k

(1)

where k is the number of semantic senses for the given word
and φ is a soft coverage function that implicitly ensure the
diversity of representative subset:

φ(i, v) =

{
1 i ∈ v
1−∏

j∈v(1−Wi,j) i /∈ v (2)

Similar to recent work (Batra et al. 2012), our formulation
is to find a subset of representive space v which can cover
the space of variance within the space V . Since our objective
function is sub-modular, we can get a constant approxima-
tion of the optimal solution. We use an iterative mechanism
for discovering the most representative subset. Particularly,
we add one semantic sense i at each iteration by maximizing
the current space:

argmax
i

S(v ∪ i)− S(v). (3)

By setting the cost of adding semantic sense in v to a large
value, each new semantic sense can be merged to its closest
member in v.

Pruning noisy semantic senses After we merge the vi-
sually similar semantic senses, we get a relatively few dis-
crete sense. Among these discrete senses, there are still some
noisy semantic senses need to be removed to distinguish
multiple effective visual senses for polysemous words. Our
basic idea is noisy semantic senses have no specific visual
patterns (e.g., “figure mouse”). Thus, we can prune these
noises from the perspective of visual consistency.

We represent each discrete semantic sense as a “bag” and
the retrieved images therein as “instances”. In particular, we

represent each semantic sense GI with the compound fea-
ture δf,k of its first k positive images:

δf,k(GI) =
1

k

∑
xi∈Φ∗

f,k(GI)

xi (4)

with
Φ∗

f,k(GI) =
argmax

Φ⊆GI ,|Φ|=k

∑
xi∈Φ

f(xi). (5)

The images in Φ∗
f,k(GI) are referred to the top k positive in-

stances of GI according to the SVM classifier fi. Since the
closer of images in GI from the bag center, the higher prob-
ability of these images to be relevant to the bag. The assign-
ment of relatively heavier weights to these images would
increase the accuracy of classifying bag GI to be positive
or negative, then increase the efficiency of pruning noisy se-
mantic senses. Following (Carneiro et al. 2007), we assume
the form of weighting function is

ρi = [1 + exp(α log d(xi) + β)]−1. (6)

d(xi) represents the Euclidean distance of image xi from the
bag center, α ∈ R++ and β are scaling and offset parameters
which can be determined by cross-validation. Then the rep-
resentation of (4) for semantic sense GI can be generalized
to a weighted compound feature:

δf,k(GI) = δ(X,h∗) =
Xh∗

ρ�h∗ (7)

with

h∗ = argmax
h∈H f(

Xh

ρ�h
) s.t.

∑
i

hi = k. (8)

X = [x1, x2, x3.., xi] ∈ R
D×i is a matrix whose columns

are the instances of bag GI , ρ = [ρ1, ρ2, ρ3...ρi]
� ∈ R

i
++

are the vectors of weights, and h∗ ∈ H = {0, 1}i \
{0} ( ∑i hi = k) is an indicator function for the first k posi-
tive instances of bag GI . Then the classifying rule of seman-
tic sense GI to be selected or pruned is:

fw(X) = max
h∈Hw�δ(X,h)∑

i

hi = k (9)

where w ∈ R
D is the vector of classifying coefficients,

δ(X,h) ∈ R
D is the feature vector of (7), h is a vector of

latent variables and H is the hypothesis space {0, 1}i \ {0}.
In order to solve the classifying rule of (9), we need to solve
the below following problem:

max
h∈H

w�Xh

ρTh
s.t.

∑
i

hi = k. (10)

This is an integer linear-fractional programming problem.
Since ρ ∈ R

i
++, (10) is identical to the relaxed problem:

max
h∈λi

w�Xh

ρ�h
s.t.

∑
i

hi = k. (11)
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Algorithm 1 Concave-Convex Procedure for solving (13)

1: Initialize w with SVM by setting h = 1 ∈ R
i;

2: Compute a convex upper bound using the current model
for the second term of (13);

3: Minimize this upper bound by solving a structural SVM
problem via the proximal bundle method (Kiwiel et al.
1990);

4: Repeat step 2 and step 3 until convergence.

where λi = [0, 1]
i is a unit box in R

i. (11) is a linear-
fractional programming problem and can be reduced to a
linear programming problem of i + 1 variables and i + 2
constraints (Boyd et al. 2004).

Given a training set {GI , YI}NI=1, the learning problem is
to determine the parameter vector w in (9). This is a latent
SVM problem:

min
w

1

2
‖w‖2 + C

N∑
I=1

max (0, 1− YIfw (XGI
)) . (12)

In this work, we take the concave-convex procedure (CCCP)
algorithm (Yuille et al. 2003) to solve (12). We rewrite the
objective of (12) as two convex functions:

min
w

[
1

2
‖w‖2 + C

∑
I∈DN

max (0, 1 + fw (XGI
))+

C
∑

I∈DP

max (fw (XGI
) , 1)

]
−
[
C

∑
I∈DP

fw (XGI
)

]
(13)

where DP and DN are positive and negative training sets
respectively. The detailed solutions of the CCCP algorithm
for (13) are described in Algorithm 1. Lastly, we obtain the
pruning rule as (9) to remove noisy semantic senses which
have no specific visual senses.

Distinguishing Visual Senses

After pruning the noisy semantic senses, we set the rest as
the final selected semantic senses. Due to the error index of
image search engine, even we retrieve the sense-specific im-
ages, some instance-level noise may also be included. The
last step of our approach is to prune these instance-level
noisy images and train visual classifiers for distinguishing
multiple visual senses. Particularly, we train a classifier for
each selected semantic sense.

By treating each selected semantic sense as a “bag” and
the retrieved images therein as “instances”, we formulate a
multi-instance learning problem by selecting a subset of im-
ages from each bag to learn the classifier for the selected se-
mantic senses. Since the precision of images returned from
Google Image Search engine tend to have a relatively high
accuracy, we define each bag at least has a portion of δ pos-
itive instances.

We denote each instance as xi with its label yi ∈ {±1},
where i=1,...,n. We also denote the label of each bag as
YI ∈ {±1}. The element-wise product between two matri-
ces P and Q is represented by P �Q. Moreover, we define

the identity matrix as I and 0, 1 ∈ �n denote the column
vectors of all zeros and ones, respectively. The inequality
u = [u1, u2...un]

� ≥ 0 means that ui ≥ 0 for i=1,...,n.
The decision function is assumed in the form of f(x) =

w�ϕ(x)+b and it will be used to prune instance-level noisy
images. We employ the formulation of Lagrangian SVM, in
which the square bias penalty b2 and the square hinge loss
for each instance are used in the objective function. Then the
decision function can be learned by minimizing the follow-
ing structural risk functional:

min
y,w,b,ρ,εi

1

2

(
‖w‖2 + b2 + C

n∑
i=1

ε2i

)
− ρ (14)

s.t. yi(w�ϕ (xi) + b) ≥ ρ− εi, i = 1, ...n. (15)∑
i:xi∈GI

yi + 1

2
≥ δ |GI | for YI = 1,

yi = −1 for YI = −1

(16)

where ϕ is a mapping function that maps x from the origi-
nal space into a high dimensional space ϕ(x), C > 0 is a
regularization parameter and εi values are slack variables.
The margin separation is defined as ρ/ ‖w‖. y = [y1...yn]

�
means the vector of instance labels, λ = {y|yi ∈ {±1}}
and y satisfies constraint (16).

We employ the cutting-plane algorithm (Kelley et al.
1960) to solve the optimization problem (14). Finally, we
can derive the decision function for the selected semantic
sense as:

f(x) =
∑

i:αi �=0

αiỹik̃(x, xi) (17)

where ỹi =
∑

t:yt∈λ uty
t
i and k̃(x, xi) = k(x, xi) + 1. The

decision function will be used to prune instance-level noisy
images in each selected semantic sense. In addition, it will
also be leveraged to distinguish different visual senses.

Experiments

To verify the effectiveness of our proposed approach, in this
section, we first conduct experiments on the task of classi-
fying images into sense specific categories. Then we quan-
titative analyze the search results re-ranking ability of our
approach with several baseline methods.

Classifying Sense-specific Images

Experimental setting We follow the setting in baseline
methods (Chen et al. 2015; Loeff et al. 2006; Wan et al.
2009; Saenko et al. 2009) and exploit web images as the
training set, human-labelled images as the testing set. In-
stead of using co-clustering on web text and images, we use
general corpus information and web images to discover and
distinguish multiple visual senses for polysemous words.
Particularly, we evaluate the performance on the dataset:

1) CMU-Poly-30 (Chen et al. 2015). The CMU-Poly-30
dataset consists of 30 polysemy categories. Each cate-
gory contains a varying number of images.
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Figure 2: Examples of multiple visual senses discovered by our proposed approach. For example, our approach automatically
discovers and distinguishes four senses for “Note”: notes, galaxy note, note tablet and music note. For “Bass”, it discovers
multiple visual senses of: bass fish, bass guitar and Mr./Mrs. Bass etc.

2) MIT-ISD (Saenko et al. 2009). The MIT-ISD dataset con-
tains 5 categories. Each of which has three sizes. We are
concerned with the “keyword” based size as it has the
ground truth.

For each category, we first discover the possible seman-
tic senses by searching in the Google Books Ngram Cor-
pus. Then we retrieve the top N = 100 images from the
Google Image Search engine for each discovered seman-
tic sense. We assume the retrieved images as the positive
instances (in spite of the fact that noisy images might be
included). We randomly split the retrieved 100 images for
each semantic sense into a training set and validation set
Ii = {Iti = 50, Ivi = 50}. We gather a random pool of
negative images and split them into a training set and val-
idation set I = {It = 50, I

v
= 50}. We train the SVM

classifier fi and calculate the score Si using the validation
set. The edge weights Wi,j are obtained by calculating the
score of the ith node classifier fi on the jth node validation
set {Ivj , I

v}. We merge the visually similar semantic senses
and sample the representative subset of space by setting the
cost to be 0.3 (obtained by cross validation).

In order to prune noisy semantic senses, we retrieve the
top 500 images for each selected semantic sense. We then
use the previously trained classifier fi to select the most pos-
itive k = 100 images from the rest 450 images (the training
data and testing data have no duplicates). We represent the
selected semantic sense GI with the compound feature δf,k
of the most positive 100 images. There are multiple methods
for learning the weighting function (e.g., logistic regression
or cross-validation), here we follow (Carneiro et al. 2007)

and use cross-validation to learn the weighting function. To
this end, we label M = 500 positive bags and 500 negative
bags. Labeling work only needs to be carried out once to
learn the weighting function and the weighted bag classifi-
cation rule (9). The learned weighted bag classification rule
(9) will also be used to prune noisy bags (corresponding to
noisy semantic senses) which have no specific visual senses.

After pruning the noisy semantic senses, we set the rest as
the final selected semantic senses. For each selected seman-
tic sense, we collect the training data (500 images) from the
image search engine. We take the MIL based method to han-
dle instance-level noisy images and select the positive train-
ing data, to train the visual classifier. The negative training
data is drawn from a “background” category, which in our
case is the union of all other categories that we are asked
to classify. The visual feature in our experiment is 4096 di-
mensional deep features (based on AlexNet (Krizhevsky et
al. 2012)).

Baselines In order to quantify the performance of our pro-
posed approach, we compare the sense-specific image clas-
sification ability of our approach with four weakly super-
vised baseline methods including ISD (Loeff et al. 2006),
VSD (Wan et al. 2009), ULVSM (Saenko et al. 2009) and
SDCIT (Chen et al. 2015). For all of the baseline methods,
we adopt the same parameter configuration as described in
their original works.

Experimental results Fig. 2 presents the examples of
multiple visual senses discovered by our proposed approach
on CMU-Poly-30 dataset. Fig. 3 and Fig. 4 demonstrate the
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Figure 3: The detailed performance comparison of classification accuracy over 30 categories on the CMU-Poly-30 dataset.

Figure 4: The detailed performance comparison of classifi-
cation accuracy over 5 categories on the MIT-ISD dataset.

detailed performance comparison of classification accuracy
on the CMU-Poly-30 and MIT-ISD dataset respectively. Ta-
ble 1 shows the average performance comparison of classifi-
cation accuracy on the CMU-Poly-30 and MIT-ISD dataset.

From Fig. 3 and Fig. 4, we achieved the best results in
26 categories on the CMU-Poly-30 dataset. In the 5 cate-
gories of dataset MIT-ISD, we obtained the best results in
all 5 categories. By observing Table 1, the best average per-
formance is achieved by our approach, which produces sig-
nificant improvements over method ISD, VSD, ULVSM and
SDCIT. One possible explanation is that the automatically
generated sense-specific terms by our approach could return
relatively high-precision web images. Meanwhile, the MIL
based method can handle the few noise in the training data
and train a robust classifier.

It is interesting to note in Fig. 2, our proposed approach
not only discovers and distinguishes the sense of “notes”
for “Note”, but also “galaxy note”, “note tablet” and “mu-
sic note”. For “Bass”, in addition to “bass fish” and “bass

Table 1: The average performance comparison of classifica-
tion accuracy on the CMU-Poly-30 and MIT-ISD dataset.

Method
Dataset

CMU-Poly-30 MIT-ISD
ISD 0.555 0.634
VSD 0.728 0.786

ULVSM 0.772 0.803
SDCIT 0.839 0.853
Ours 0.884 0.897

guitar”, our approach also discovers and distinguishes the
sense of “Mr./Mrs. Bass”. Compared to method VSD and
ULVSM which discovers possible semantic senses through
Wikipedia or WordNet, our proposed approach that adopts
Google Books Ngram Corpus to discover possible seman-
tic senses is much more exhaustive and general. Method
ISD and SDCIT which uses webpages can discover multiple
semantic senses, but overly depends on the collected web-
pages. For example, method ISD fails to collect webpages
that contain enough semantic senses and visual senses for
the given query, it can be seen that in Table 1, the perfor-
mance of this method is greatly reduced.

Re-ranking Search Results

Experimental setting We compare the search results re-
ranking ability of our approach with four weakly supervised
baseline methods ISD (Loeff et al. 2006), VSD (Wan et al.
2009), ULVSM (Saenko et al. 2009), VCL (Divvala et al.
2014), and SDCIT (Chen et al. 2015). We collect the top
500 images from Google Image Search engine for seman-
tically ambiguous words: “bass” and “mouse”. We perform
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Table 2: Web images for polysemy terms were annotated manually. For each term, the number of annotated images, the semantic
senses, the visual senses and their distributions are provided, with core semantic senses marked in boldface.

Query (#Annot. images) Semantic senses Visual senses Numbers of images Coverage

Bass
(349)

1. bass fish fish 159 45.6%
2. bass guitar musical instrument 154 44.1%
3. Mr./ Mrs. Bass people 20 5.7%
Noise unrelated 16 4.6%

Mouse
(251)

1. computer mouse electronic product 125 49.8%
2. little mouse animal 81 32.3%
3. carton mouse cartoon role 26 10.4%
Noise unrelated 19 7.5%

Table 3: Area Under Curve (AUC) of all senses for “bass” and “mouse”.

Method
Semantic senses

Average
bass fish bass guitar M. Bass Computer mouse little mouse carton mouse

ISD 0.453 0.526 0.243 0.614 0.536 0.218 0.432
VSD 0.547 0.538 0.239 0.684 0.652 0.226 0.481

ULVSM 0.526 0.615 0.326 0.732 0.735 0.314 0.541
VCL 0.623 0.658 0.413 0.753 0.785 0.336 0.595

SDCIT 0.658 0.773 0.386 0.815 0.845 0.337 0.636
Ours 0.713 0.736 0.572 0.834 0.873 0.434 0.694

a cleanup step for broken links, webpages, end up with 349
and 251 images for “bass” and “mouse” respectively.

These images were annotated with one of the several se-
mantic senses by one of the authors. The annotator tried to
resist name influence, and make judgments based just on the
image. For each query, 2 core semantic senses were distin-
guished from inspecting the data. The detailed information
for these retrieved images is summarized in Table 2.

We now evaluate how well the 4 compared methods
and our method can re-rank the retrieved images. For each
query, the sense-specific classifiers are trained on the sense-
specific web images. Particularly, we use the previously
trained sense-specific classifiers. Retrieved images are then
re-ranked by moving the negatively-classified images down
to the last rank. For an image d, we compute the probabil-
ity P (Si|d) of image d belonging to the ith sense Si and
rank the corresponding images according to the probability
of each sense S.

Experimental results Following (Wan et al. 2009), we
evaluate the retrieval performance by computing the Area
Under Curve (AUC) of all senses for “bass” and “mouse”.
The results are shown in Table 3.

From Table 2, we observe that there are only 4.6% and
7.5% true noise in the retrieved images for “bass” and
“mouse” respectively. Most of the retrieved images are dif-
ferent forms of visual senses for the given query. This in-
dicates that we should firstly discover the multiple visual
senses for the given query. So that we can choose appropri-
ate visual senses as needed to carry out sense-specific im-
ages collection. By doing this, we can greatly improve the
efficiency of collecting web images, thereby improving the

efficiency of learning from the web.
By observing Table 3, we achieve the best average per-

formance which consistent with the results of sense-specific
image classification. The reason can be explained by the
generated sense-specific terms of our approach. Compared
to method ISD, VSD, ULVSM, VCL and SDCIT, using our
sense-specific terms to retrieve images can return high pre-
cision sense-specific images, thereby can help us to train
sense-specific classifiers for re-ranking the search results.

Conclusions

In this work, we focused on one important yet often ig-
nored problem: we argue that the current poor performance
of some classification models learned from the web is due to
the visual polysemy. We solved the problem of polysemy by
allowing sense-specific diversity in search results. Specifi-
cally, we presented a new framework for discovering and
distinguishing multiple visual senses for polysemous words.
Our work could be used as a pre-step before directly learn-
ing from the web, which helped to choose appropriate visual
senses for sense-specific images collection and thereby im-
prove the efficiency of learning from the web. Compared to
existing methods, our proposed method can not only figures
out the right sense, but also generates the right mapping be-
tween semantic and visual senses. We verified the effective-
ness of our approach on the tasks of sense-specific image
classification and search results re-ranking. The experimen-
tal results demonstrated the superiority of our proposed ap-
proach over existing weakly supervised state-of-the-art ap-
proaches.
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