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Abstract

In the midst of today’s pervasive influence of social media,
automatically detecting fake news is drawing significant at-
tention from both the academic communities and the general
public. Existing detection approaches rely on machine learn-
ing algorithms with a variety of news characteristics to detect
fake news. However, such approaches have a major limitation
on detecting fake news early, i.e., the information required for
detecting fake news is often unavailable or inadequate at the
early stage of news propagation. As a result, the accuracy of
early detection of fake news is low. To address this limitation,
in this paper, we propose a novel model for early detection
of fake news on social media through classifying news prop-
agation paths. We first model the propagation path of each
news story as a multivariate time series in which each tuple is
a numerical vector representing characteristics of a user who
engaged in spreading the news. Then, we build a time series
classifier that incorporates both recurrent and convolutional
networks which capture the global and local variations of
user characteristics along the propagation path respectively,
to detect fake news. Experimental results on three real-world
datasets demonstrate that our proposed model can detect fake
news with accuracy 85% and 92% on Twitter and Sina Weibo
respectively in 5 minutes after it starts to spread, which is
significantly faster than state-of-the-art baselines.

Introduction

With the ever-increasing popularity of social media sites,
user-generated messages can quickly reach a broad audi-
ence. Thus, social media has become an ideal place for fake
news propagation. Fake news reaching a broad audience can
cause elevated societal harm and economic damages and
can also manipulate the outcome of political events. For
example, during 2016 U.S. presidental election, the most
discussed fake news stories tended to favor Donald Trump
over Hillary Clinton (Silverman 2016). Thus, some com-
mentators have suggested that Donald Trump would not
have been elected president were it not for the influence of
fake news (Allcott and Gentzkow 2017). Therefore, detect-
ing fake news circulated on social media early in its propa-
gation before it reaches a broad audience is highly desirable
and socially beneficial.
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Existing studies on automatically detecting fake news uti-
lize machine learning algorithms that incorporate a variety
of news characteristics on social media environments, e.g.,
text content, user characteristics, user comments, and prop-
agation paths/trees or networks. A straightforward approach
is to detect fake news based on its text content (Castillo,
Mendoza, and Poblete 2011; Qazvinian et al. 2011; Taka-
hashi and Igata 2012; Gupta et al. 2014; Popat 2017). How-
ever, these approaches have the following limitations. First,
messages on popular social media sites, e.g., Twitter1 and
Sina Weibo2 are short. Thus, the linguistic features extracted
from them are often inadequate for machine learning al-
gorithms to make accurate predictions. Second, these ap-
proaches can not be used to detect fake news that contains no
text content but only a photo or a video. Another track of ex-
isting studies detect fake news through the characteristics of
source users, i.e., users who first tweet the concerned news
story on social media (Castillo, Mendoza, and Poblete 2011;
Yang et al. 2012). However, these approaches ignore the
characteristics of news spreaders, i.e., users who retweet the
concerned news story, which can also be a discriminate clue
about the truthfulness of the news story.

Recent studies have explored using temporal-linguistic
features extracted from user comments (Zhao, Resnick, and
Mei 2015; Ma et al. 2016; Ma, Gao, and Wong 2017)
or temporal-structural features extracted from propagation
paths/trees or networks (Jin et al. 2013; Wu, Yang, and Zhu
2015; Ma, Gao, and Wong 2017; Kwon, Cha, and Jung
2017) to detect fake news. Although these approaches are
more effective at fake news detection than preliminary ap-
proaches that only adopt text content or source user char-
acteristics, they have a significant limitation on efficiency,
since temporal-linguistic and temporal-structural features
are often unavailable or inadequate in the early stage of
news propagation. For example, we observed that in the
early stage of news propagation, most social media users
tend to retweet the news story without adding any com-
ment, and most users directly retweet the source tweet in-
stead of retweeting someone else’s retweet. As a result,
both the temporal-linguistic and temporal-structural features
are shallow which leads to a low accuracy of early detec-

1https://twitter.com
2https://weibo.com
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tion of fake news. Another disadvantage of using temporal-
linguistic features to detect fake news is that early user com-
ments are easy to be manipulated. Fake news spreaders can
provide fake comments on the fake news they spread. Com-
pared to user comments, user characteristics are harder to
be manipulated. Thus, we aim to design a new approach
that can efficiently detect fake news based on user charac-
teristics. There are also existing approaches that detect fake
news based on a combination of different types of features
(Castillo, Mendoza, and Poblete 2011; Yang et al. 2012;
Sun et al. 2013; Ma et al. 2015; Kwon, Cha, and Jung 2017).
One major limitation of these approaches is that they do not
investigate which type of feature plays the most important
role in detecting fake news, and if one or several types of fea-
ture is unavailable or inadequate in the early stage of news
propagation, whether the effectiveness of these approaches
will be affected.

To address the above-mentioned limitations of existing
approaches, in this paper, we propose a novel approach for
early detection of fake news on social media by classifying
news propagation paths. We first model the propagation path
of each news story as a multivariate time series, in which
each tuple denotes the characteristics of a user who engaged
in propagating the news. Then, we build a time series clas-
sifier with both recurrent and convolutional networks to pre-
dict whether a given news story is fake. Recurrent and con-
volutional networks can learn global and local variations
of user characteristics respectively, which are discriminate
clues for fake news detection. The main contributions of this
paper can be summarized as follows:
• We are the first to model the propagation path of a news

story on social media as a multivariate time series, e.g.,
a sequence of user characteristics, and the first to detect
fake news through propagation path classification with a
combination of recurrent and convolutional networks.

• We are the first to focus on improving the efficiency
of early fake news detection while retaining compara-
ble effectiveness as baseline approaches. Experimental
results on three real-world datasets demonstrate that the
proposed model can significantly improve the efficiency
while slightly improving the effectiveness of early detec-
tion of fake news.

• The proposed model is more generalizable and robust in
early detection of fake news since it only relies on com-
mon user characteristics which are more available, reli-
able and robust in the early stage of news propagation than
linguistic and structural features widely-used by state-of-
the-art approaches.

Related Works

Recent years, fake news (or rumor, misinformation) detec-
tion on social media has gained particular attention in the
literature. A major track of existing studies aims at develop-
ing machine learning-based classifiers to automatically de-
termine whether a news story spreading in a social media en-
vironment is fake based on a variety of news characteristics.
A few early studies try to detect fake news based on linguis-
tic features extracted from the text content of news stories.

Castillo et al. (Castillo, Mendoza, and Poblete 2011) utilize
a comprehensive set of linguistic features such as special
characters, emoticon symbols, sentiment positive/negative
words, hashtags, etc., to classify a news story as fake or
true. Beyond those preliminary features, lexicon patterns
and part-of-speech tags are explored in (Qazvinian et al.
2011). Named entities and clue keywords are adopted in
(Takahashi and Igata 2012). Swear words and pronouns are
examined in (Gupta et al. 2014). Language stylistic features,
e.g., assertive verbs and factive verbs, are investigated in
(Popat 2017). Besides text content, characteristics of source
users have also been explored by several studies. Castillo et
al. (Castillo, Mendoza, and Poblete 2011) utilize a set of user
characteristics on Twitter, e.g., number of followers, number
of friends, registration age to detect fake news. Yang et al.
(Yang et al. 2012) explore a similar set of user characteristics
on Sina Weibo, the most popular social media site in China.

A group of recent approaches utilizes temporal-linguistic
features extracted from a sequence of user comments to de-
tect fake news. Zhao et al. (Zhao, Resnick, and Mei 2015)
detect fake news based on inquiry phrases from user com-
ments. Ma et al. (Ma et al. 2016) utilize recurrent neural
networks that capture temporal-linguistic features from a se-
quence of user comments to detect fake news. As an exten-
sion of Ma et al.’s approach, Chen et al. (Chen et al. 2017) in-
corporate a soft-attention mechanism into the recurrent neu-
ral networks to pool out distinct temporal-linguistic features
with a particular focus.

Another group of recent approaches detects fake news
based on temporal-structure features extracted from the
propagation paths/trees or networks of news stories in social
networks. Jin et al. (Jin et al. 2013) utilize epidemiological
models to characterize information cascades in Twitter re-
sulting from both true news and fake news. Wu et al. (Wu,
Yang, and Zhu 2015) propose a graph kernel-based SVM
classifier that learns high-order propagation patterns to de-
tect fake news. Sampson et al. (Sampson et al. 2016) uti-
lize implicit linkages between conversation fragments about
a news story to predict its truthfulness. Ma et al. (Ma, Gao,
and Wong 2017) propose a graph kernel-based SVM classi-
fier which captures high-order patterns differentiating differ-
ent types of fake news by evaluating the similarities between
their propagation tree structures.

There are also hybrid approaches that combine different
types of features to detect fake news. Castillo et al. (Castillo,
Mendoza, and Poblete 2011) combine content-based, user-
based, and propagation-based features to detect fake news.
Yang et al. (Yang et al. 2012) combine content-based, user-
based, location-based and client-based features. Sun et al.
(Sun et al. 2013) combine content-based, user-based, and
multimedia-based features. Ma et al. (Ma et al. 2015) com-
bine the temporal variations of content-based, user-based,
and diffusion-based features along the propagation timeline
of news stories. Kwon et al. (Kwon, Cha, and Jung 2017)
combine user, linguistic, structural and temporal features to
detect fake news over varying time windows.

The problem of sequence/time series classification has
been widely explored in the literature (Lesh, Zaki, and Ogi-
hara 1999; Deshpande and Karypis 2002; Saigo et al. 2004;
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Dong and Pei 2007). A recent study (Lee and Dernoncourt
2016) adopts recurrent and convolutional networks for se-
quential short-text classification. Inspired by this approach,
in this paper we utilize a combination of recurrent and con-
volutional networks to classify news propagation paths to
detect fake news.

Method

Problem Statement

Let A = {a1, a2, . . . , a|A|} be a set of news stories, U =
{u1, u2, . . . , u|U|} be a set of social media users. Each user
uj ∈ U is associated with a user vector xj ∈ R

d, which rep-
resents the characteristics of the user. We define the prop-
agation path of a given news story ai as a variable-length
multivariate time series P(ai) = 〈. . . , (xj , t), . . . 〉, in
which each tuple (xj , t) denotes that user uj tweets/retweets
the news story ai at time t. In this paper, we set the time of a
source tweet being posted to 0. Thus, t > 0 refers to the time
of a retweet being posted. Each news story ai is associated
with a label L(ai) that reflects its truthfulness. Each label
L(ai) ∈ {0, 1}r. When r = 1, L(ai) = 0 denotes the news
story ai is true, and L(ai) = 1 denotes ai is fake. When
r > 1, the label L(ai) is a categorical variable that reflects
multiple levels of the truthfulness of the news story ai, e.g.,
true, fake, or unverified, etc. Our goal is to design a model f
that can predict the label of a given news story ai based on
its propagation path P(ai), i.e., L̂(ai) = f

(P(ai)
)
.

Since we aim to detect fake news as early as possible af-
ter it starts to spread, our model should be able to make
predictions based on only a partial propagation path ob-
served in the early stage of news propagation. We define
the partial propagation path of a given news story ai as
P(ai, T ) = 〈(xj , t < T )〉, where T is a detection deadline
after which all the observed data cannot be used in detecting
fake news. We call the task of predicting the truthfulness of
news stories given partial propagation paths as early detec-
tion of fake news. In this case, we aim to design a model fT
that predicts the label of a given news story ai based on its
partial propagation path, i.e., L̂(ai) = fT

(P(ai, T )
)
.

The Proposed Model

The proposed fake news detection model consists of four
major components, i.e., propagation path construction and
transformation, RNN-based propagation path representa-
tion, CNN-based propagation path representation, and prop-
agation path classification, which are integrated together to
detect fake news at the early stage of its propagation. Fig. 1
shows the architecture of the proposed model. Next, we will
introduce each of the major components.

Propagation Path Construction and Transformation
Given a news story propagating on social media, we first
construct its propagation path by first identifying the users
who engaged in propagating the news. Then, its propaga-
tion path denoted as a variable-length multivariate time se-
ries P(ai) = 〈. . . , (xj , t), . . . 〉 is constructed by extracting
user characteristics from relevant user profiles. After P(ai)
is obtained, we transform it into a fixed-length multivariate

sequence, denoted as S(ai) = 〈x1, . . . ,xn〉, where n is the
length of the sequence. If there are more than n tuples in
P(ai), then P(ai) will be truncated so that only the first n
tuples will appear in S(ai); If P(ai) contains less than n
tuples, then we randomly oversample tuples in P(ai) to en-
sure the final length of S(ai) equals n. Algorithm 1 shows
the procedure of transforming a variable-length multivariate
time series into a fixed-length multivariate sequence.

Algorithm 1 Algorithm for transforming a variable-length
time series into a fixed-length sequence
Input: A variable-length time series P(ai) =
〈. . . , (xj , t), . . . 〉, the length of the output fixed-length
sequence n
Output: A fixed-length sequence S(ai) = 〈x1, . . . ,xn〉

if |P(ai)| ≥ n then
for (xj , t) ∈ P(ai)[1 : n] do

S(ai) ← S(ai) ∪ 〈xj〉
end for

else
d ← n− |P(ai)|, s ← 0
for (xj , t) ∈ P(ai) do

c1 ← UniformRandReal(0, 1)
if c1 > 0.5 then

c2 ← UniformRandInt(1, d− s)
else

c2 ← 1
end if
s ← s+ c2
for i ∈ [c2] do

S(ai) ← S(ai) ∪ 〈xj〉
end for

end for
if d− s > 0 then

for i ∈ [d− s] do
S(ai) ← S(ai) ∪ S(ai)[s]

end for
end if

end if

RNN-Based Propagation Path Representation We uti-
lize a variant of RNN called Gated Recurrent Unit (GRU)
(Chung et al. 2014) to learn a vector representation for each
transformed propagation path, i.e., S(ai). For the tth user
vector in S(ai), i.e., xt, a GRU unit takes as input xt,ht−1

and produces ht as output according to the following formu-
las:

zt = σ(Uzxt +Wzht−1)

rt = σ(Urxt +Wrht−1)

h̃t = tanh(Uhxt + ht−1 �Whrt)

ht = (1− zt)� ht−1 + zt � h̃t

(1)

where Uz, Ur, Uh ∈ R
m×d,Wz,Wr,Wh ∈ R

m×m are
weight matrices, d is the dimension of the user vector xt, m
is the output dimension of the GRU units. The symbols σ(·)
and tanh(·) denote the element-wise sigmoid and hyper-
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Figure 1: The architecture of the proposed fake news detection model

bolic tangent functions respectively, � denotes the element-
wise vector multiplication operation. h0 = 0. We then ap-
ply mean pooling to reduce the sequence of output vectors
〈h1, . . . ,hn〉 produced by GRU units into a single vector
sR = 1

n

∑n
t=1 ht, which is the final vector representation of

S(ai) that encodes the global variation of user characteris-
tics.

CNN-Based Propagation Path Representation We also
use convolutional networks (CNN) to learn another vector
representation for each S(ai). We first apply a 1-D convo-
lution on h consecutive user vectors, i.e., 〈xt, . . . ,xt+h−1〉
with a filter Wf ∈ R

h×m of height h, to produce a scalar
feature ct ∈ R according to the following formula:

ct = ReLU(Wf ·Xt:t+h−1 + bf ) (2)

where Xt:t+h−1 ∈ R
h×m is the matrix whose ith row is

xi and bf ∈ R is a bias. The symbol ReLU(·) refer to
the element-wise rectified linear unit function. We perform
the same convolution operation with k filters to produce a
multivariate feature vector ct ∈ R

k. By repeating the same
convolution operations for each window of h consecutive
user vectors, we obtain a sequence of multivariate feature
vectors, i.e., 〈c1, . . . , cn−h+1〉. Then, we apply mean pool-
ing to produce a final vector representation of S(ai), i.e.,
sC = 1

n

∑n−h+1
t=1 ct that encodes the local variation of user

characteristics.

Propagation Path Classification After sR ∈ R
m, sC ∈

R
k are obtained through RNNs and CNNs respectively, they

are concatenated into a single vector that represents the
transformed propagation path, i.e. s ∈ R

m+k by the fol-
lowing formula:

s = Concatenate(sR, sC) (3)

which is then fed into a multi-layer feedforward neural net-
work that finally predicts the class label for the correspond-
ing propagation path by the following formulas:

lj = ReLU(Wjlj−1 + bj), ∀j ∈ [q]

z = Softmax(lq)
(4)

Table 1: Statistics of the datasets

Statistic Weibo Twitter15 Twitter16
# news stories 4664 1490 818
# true news 2351 374 205
# fake news 2313 370 205
# unverified news 0 374 203
# debunking
of fake news 0 372 205

# users 2,746,818 276,663 173,487
# posts 3,805,656 331,612 204,820

where q is the number of hidden layers, lj ∈ R
vj is the out-

put of the jth hidden layer (l0 = s), vj is the output dimen-
sion for the jth hidden layer, Wj ∈ R

vj×vj−1 ,bj ∈ R
vj are

the weight matrix and bias for the jth hidden layer respec-
tively, z ∈ R

r is the final output that represents the probabil-
ity distribution over the set of r classes for the corresponding
propagation path.

Experiments

Datasets

We evaluate the proposed model on three real-word data
collections: Weibo (Ma et al. 2016), Twitter15 (Ma, Gao,
and Wong 2017) and Twitter16 (Ma, Gao, and Wong 2017),
which were originally collected from the most popular so-
cial media site in China and the U.S. respectively. In each
dataset, source tweets are regarded as news stories. Prop-
agation paths are constructed from the retweets of source
tweets. The Weibo dataset only contains binary labels, i.e.,
“fake” and “true”. The Twitter15 and Twitter16 dataset each
contains four different labels, i.e., “fake”, “true”, “unveri-
fied”, and “debunking of fake”. Note that the label “debunk-
ing of fake” denotes a news story that tells people that a
certain news story is fake. Table 1 shows the statistics of
the three datasets. Following the same settings in the origi-
nal papers that introduce these datasets, we randomly divide
each dataset into three folds. We hold 10% of the dataset
for validating our model and split the rest with ratio 3:1 for
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Table 2: A summary of user characteristics in the three ex-
perimental datasets

No. Feature Type
1 LENGTH OF USER DESCRIPTION Integer
2 LENGTH OF USERNAME Integer
3 FOLLOWERS COUNT Integer
4 FRIENDS COUNT Integer
5 STAUTSES COUNT Integer
6 REGISTRATION AGE Integer
7 IS VERIFIED Binary
8 IS GEO ENABLED Binary

training and testing respectively. Since the original datasets
do not include user information, we crawled all the related
user profiles via Twitter API3. From the crawled user pro-
files, we extract eight common user characteristics that are
available on both Twitter and Weibo, which are summarized
in Table 2, to model news propagation paths as multivariate
time series.

Baseline Models

We compare our model with a series of baseline fake news
detection models as follows:

• DTC (Castillo, Mendoza, and Poblete 2011) A decision-
tree-based model that utilizes a combination of news char-
acteristics.

• SVM-RBF (Yang et al. 2012) An SVM model with RBF
kernel that utilize a combination of news characteristics.

• SVM-TS (Ma et al. 2015) An SVM model that utilizes
time-series to model the variation of news characteristics.

• DTR (Zhao, Resnick, and Mei 2015) A decision-tree-
based ranking method for detecting fake news through en-
quiry phrases.

• GRU (Ma et al. 2016) An RNN-based model that learns
temporal-linguistic patterns from user comments.

• RFC (Kwon, Cha, and Jung 2017) A random forest clas-
sifier that utilizes user, linguistic and structure character-
istics.

• PTK (Ma, Gao, and Wong 2017) An SVM classifier with a
propagation tree kernel that detects fake news by learning
temporal-structure patterns from propagation trees.

We denote our proposed model as “PPC” (Propagation
Path Classification), also as “PPC RNN+CNN”. We also
implement two reduced version of the proposed model
which only utilizes RNNs or CNNs respectively, denoted as
“PPC RNN” and “PPC CNN” respectively.

Model configuration

We implemented our proposed model is using Keras4. The
model is trained to minimize the binary/categorical loss
function of predicting the class label of news stories in the

3https://dev.twitter.com/rest/public
4https://keras.io/

Table 3: Model configuration

Hyperparameter Choice Experimental Range
GRU output dim 32 8 - 64
CNN # filters 32 8 - 64
CNN filter height 3 1 - 10
Dropout rate 0.5 0 - 1

training set. The weights and bias are updated using stochas-
tic gradient descent with the Adadelta update rule (Zeiler
2012). Dropout (Srivastava et al. 2014) is applied on hidden
layers above the concatenation layer to avoid overfitting. We
set the number of training epochs to be 200. Early stopping
is applied when the validation loss saturates for 10 epochs.
The network structure are and hyperparameters are set based
on the performance of our model on the validation set, which
are show in Table 3.

Note that the sequence length n used in Algorithm 1,
which is also the number of source tweets plus the num-
ber of retweets we need to observe in a news propagation
path to detect fake news, is related to both the effectiveness
and efficiency of early detection of fake news. A longer se-
quence length might improve the effectiveness of fake news
detection since more data will be observed. However the ef-
ficiency will be affected since it requires a longer time to
observe a longer propagation path than a shorter one. On
the other hand, a shorter sequence length improves the ef-
ficiency of early detection of fake news since we need less
amount of data to make prediction. However, the effective-
ness might be affected in this case. Therefore, we need to
balance the trade-off between effectiveness and efficiency by
choosing the most appropriate sequence length. Fig. 2 shows
the speed of news propagation on social media and the speed
of fake news detection conducted by our proposed model
with both recurrent and convolutional networks. Fig. 2-(b)
shows that the accuracy of our proposed model in detecting
fake news saturates when the required number of retweets,
i.e., the sequence length, is above 40 in the Twitter15 and
Twitter16 datasets, and above 30 in the Weibo dataset respec-
tively. Fig. 2-(a) shows that it requires about 5 minutes to
observe 40 retweets in the Twitter15 and Twitter16 datasets
and 30 retweets in the Weibo dataset. Therefore, when we
observe more than 40 retweets on Twitter and more than 30
retweets on Weibo, our proposed model can detect fake news
with accuracy around 92% and 85% on Twitter and Weibo
respectively within five minutes after it starts to spread.

Results and Discussion

Table 4 and 5 show the performance of the proposed model
and that of baseline models in the task of fake news detec-
tion on Twitter and Weibo dataset respectively. For most of
the baseline models, their performance saturates when the
detection deadline is above 24 hours. Therefore, to make a
fair comparison, we set the detection deadline to be 24 hours
here. We can find that the proposed models, i.e., PPC RNN,
PPC CNN, and PPC RNN+CNN outperform the baseline
models. Among them, PPC RNN+CNN performs the best.
It achieves 84.2%, 86.3%, 92.1% accuracy on Twitter15,
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(a) propagation speed (b) detection speed

Figure 2: News propagation speed and fake news detection speed

Twitter16, and Weibo dataset respectively. Based on these
results we can find that when observing relatively com-
plete propagation paths, the proposed model outperforms the
baseline models slightly in terms of effectiveness.

In the previous studies that introduce the peer models,
a detection deadline of 24 hours is considered to be early.
However, in this paper we aim to detect fake news as early
as possible so that its harmful effects can be minimized.
Therefore, we carefully investigate the performance of all
the models in detecting fake news in less than 24 hours after
it starts to spread. Fig. 3 shows the results of early detec-
tion of fake news. Among all the baseline models, we se-
lect three recent ones that focus on early detection of fake
news, namely, DTR, GRU, and PTK. DTR and GRU rely
on linguistic features extracted from user comments, while
PTK relies on both linguistic and structural features ex-
tracted from propagation trees. We can find that when the
detection deadline is less than 24 hours, the performance of
the baseline models decreases significantly, while the per-
formance of the proposed model is not affected since it
only requires the first five minutes’ data to make accurate
predictions. Among the three baseline models, DTR yields
the worst performance because the number of inquiry posts
is usually very small in the early stage of news propaga-
tion. PTK yields a better performance than GRU because
it utilizes temporal-structural features besides of temporal-
linguistic features that are utilized by GRU.

As pointed out by a recent study (Kwon, Cha, and Jung
2017), structural and temporal features are more useful for
long-term detection of fake news but are often unavailable
in the early stage of news propagation thus are less reliable
for early detection of fake news; In contrast, user and lin-
guistic features are more available in the early stage of news
propagation thus are more reliable for early detection of fake
news. Based on our empirical observations, we also found
that linguistic features are less available than user character-
istics in the very beginning of news propagation, e.g., in the
first five minutes. Therefore, we assume that our model is
more efficient at early detection of fake news than baseline
models since it only relies on user characteristics. Experi-
mental results on three real-world datasets demonstrate that
the proposed model can significantly improve detection effi-

ciency while slightly improving effectiveness of early detec-
tion of fake news. We also find that the two reduced models
that only incorporates RNNs or CNNs respectively yield a
similar accuracy which is higher than the accuracy of base-
line models but lower than the accuracy of the complete pro-
posed model that combines RNNs and CNNs. This demon-
strates that both recurrent networks and convolutional net-
works can capture the global and local variations of user
characteristics respectively. However, it is necessary to com-
bine them to capture both the global and local variations of
user characteristics to achieve the best performance of early
detection of fake news.

Table 5: Fake news detection results on Weibo dataset when
the detection deadline is 24 hours (“F”:Fake News; “T”:
True News)

Method Class Acc. Prec. Recall F1

DTC F 0.831 0.847 0.815 0.831
T 0.815 0.847 0.830

SVM-RBF F 0.818 0.822 0.812 0.817
T 0.815 0.824 0.819

SVM-TS F 0.857 0.839 0.885 0.861
T 0.878 0.830 0.857

DTR F 0.732 0.738 0.715 0.726
T 0.726 0.749 0.737

GRU F 0.910 0.876 0.956 0.914
T 0.952 0.864 0.906

RFC F 0.849 0.786 0.959 0.864
T 0.947 0.739 0.830

PPC RNN F 0.912 0.878 0.958 0.916
T 0.944 0.866 0.908

PPC CNN F 0.919 0.889 0.958 0.922
T 0.946 0.880 0.916

PPC
RNN+CNN F

0.921
0.896 0.962 0.923

T 0.949 0.889 0.918

Conclusion and Future Work

In this paper we propose a novel model for early detec-
tion of fake news on social media through classifying news
propagation paths with both recurrent and convolutional net-
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(a) Twitter15 (b) Twitter16 (c) Weibo

Figure 3: Results of early detection of fake news

Table 4: Fake news detection results on Twitter15 and Twit-
ter16 datasets when the detection deadline is 24 hours
(“T”:True News; “F”: Fake News; “U”: Unverified News;
“D”: Debunking of Fake News)

Twitter15

Method Acc. T F U D
F1 F1 F1 F1

DTC 0.454 0.733 0.355 0.317 0.415
SVM-RBF 0.318 0.455 0.037 0.218 0.225
SVM-TS 0.544 0.796 0.472 0.404 0.483

DTR 0.409 0.501 0.311 0.364 0.473
GRU 0.646 0.792 0.574 0.608 0.592
RFC 0.565 0.810 0.422 0.401 0.543
PTK 0.750 0.804 0.698 0.765 0.733

PPC RNN 0.811 0.759 0.842 0.765 0.787
PPC CNN 0.803 0.737 0.835 0.751 0.775

PPC
RNN+CNN 0.842 0.811 0.875 0.790 0.818

Twitter16

Method Acc. T F U D
F1 F1 F1 F1

DTC 0.465 0.643 0.393 0.419 0.403
SVM-RBF 0.321 0.423 0.085 0.419 0.037
SVM-TS 0.574 0.755 0.420 0.571 0.526

DTR 0.414 0.394 0.273 0.630 0.344
GRU 0.633 0.772 0.489 0.686 0.593
RFC 0.585 0.752 0.415 0.547 0.563
PTK 0.732 0.740 0.709 0.836 0.686

PPC RNN 0.842 0.809 0.865 0.836 0.839
PPC CNN 0.847 0.812 0.871 0.833 0.841

PPC
RNN+CNN 0.863 0.820 0.898 0.837 0.843

works. After modeling the new propagation paths as multi-
variate time series of user characteristics, we apply recurrent
and convolutional networks to capture both global and local
variations of user characteristics along propagation paths to
detect fake news. Experimental results on three real-word
datasets demonstrate that our proposed model outperforms
state-of-the-art fake news detection approaches in terms of

both effectiveness and efficiency. Since our model only re-
lies on common user characteristics which are more avail-
able, reliable and robust than complex features such as lin-
guistic or structural features that are widely-used in state-
of-the-art baseline approaches, it can detect fake news sig-
nificantly faster than state-of-the-art baselines, e.g., in five
minutes after the fake news starts to spread. Since we have
found that user characteristics are discriminate indicators of
the truthfulness of news stories, in the future, we plan to
investigate whether user characteristics can help us identify-
ing users who are easy to believe and spread fake news, and
which features affect users’ tendency to spread fake news
most significantly, which are important problems in the pre-
vention and debunking of fake news. Moreover, we will also
incorporate semi-supervised learning and PU-learning (Li
and Liu 2005) techniques into our model to deal with mas-
sive unlabeled news stories on social media.
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