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Abstract

Currently, much of machine learning is opaque, just like a
“black box”. However, in order for humans to understand,
trust and effectively manage the emerging AI systems, an
AI needs to be able to explain its decisions and conclusions.
In this paper, I propose an argumentation-based approach
to explainable AI, which has the potential to generate more
comprehensive explanations than existing approaches.

Introduction
The advent of big data era has brought great success to ma-
chine learning. Together, the abundance of data and the de-
velopment of various machine learning techniques has led to
an explosion of new AI models and applications. However,
much of machine learning still remains opaque as a “black
box”. The effectiveness of AI systems, especially in critical
applications such as disease diagnosis, stock trading and au-
tonomous vehicles, will be limited by the machines’ inability
to explain their decisions and conclusions to humans. Thus,
it is important to build more explainable AI, so that humans
can understand, trust and effectively manage the emerging
AI systems (Gunning 2016).

Integrating the taxonomies proposed in (Gunning 2016)
and (Biran and Cotton 2017), existing research in explainable
AI (XAI) can be categorized into three broad approaches: (1)
explanations based on features, (2) model approximation and
(3) interpretable models.

For explanations based on features, usually a non-
interpretable complex model and its predictions are given.
This approach focuses on generating justifications for the
predictions by extracting and identifying the features that
have significant effects on the prediction results. Martens
et al. (2008) explain the results of an SVM classifier by ex-
tracting rules that can produce similar results to the SVM
based on a small subset of features. Landecker et al. (2013)
interpret the classification results of hierarchical networks by
studying the degree of importance of different components
to the classification results. Hendricks et al. (2016) generate
explanations for image classification results of a CNN using
a LSTM, based on both prominent image features and class
discriminative features.
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The second approach, model approximation, involves
model-agnostic methods that infer an explainable model
from any black-box models. Robnik-Šikonja and Kononenko
(2008) decompose a model’s prediction to the level of in-
dividual features by comparing the model results when a
feature value is present and absent. More recently, Ribeiro,
Singh, and Guestrin (2016) explain a prediction instance by
constructing interpretable model locally around it, which is
only an accurate approximation of the global model in the
vicinity of that instance.

The third approach, interpretable model, aims to construct
models that are inherently structured and interpretable, such
as rule lists and decision trees. Si and Zhu (2013) use And-
Or-Trees to represent the possible component structures of
objects in images, which can be used as compositional mod-
els for explaining results of object detection. Lake, Salakhut-
dinov, and Tenenbaum (2015) learn a generative model of
character images, and explain a character recognition result
using the generation process of that character.

Despite much work having been done in this field, I have
identified several gaps that need to be bridged. Firstly, ex-
isting XAI models can answer the question “why this deci-
sion or conclusion”, while they cannot answer “Why not”.
Secondly, most of them offer explanations as a form of evi-
dences rather than reasons. Good explanations need to reveal
the underlying reasoning process and are best presented in
human-interpretable terms. To fill these gaps, I decide to
take an argumentation-based approach to XAI, which has the
potential to generate more comprehensive explanations.

Progress to Date
Argumentation is the study of how reasonable decisions
or conclusions can be reached by constructing for and
against arguments and evaluating these arguments accord-
ingly. Argumentation-based approach to decision making
is expected to be more akin with the way humans deliber-
ate, evaluate alternatives and make decisions. This endows
argumentation-based approach unique benefits, including
transparent decision making process and the ability to of-
fer understandable reasons underlying the decisions made.
Argumentative explanations have also attracted increasing
research interests in recent years. Fan and Toni (2014) study
argumentative explanations for acceptable decisions or con-
clusions while Fan and Toni (2015) focus on generating ex-
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Figure 1: The Conceptual Framework of Proposed Approach

Figure 2: Application of the Proposed Approach in Early
Detection of Dementia

planations for non-acceptable ones.
Inspired by these works, I am currently working towards a

new argumentation-based approach to XAI. The conceptual
framework of my proposed approach is illustrated in Fig 1. In-
stead of using only a black box model, an explainable model
is created to perform reasoning based on the latent patterns
learned and to generate explanations for the output. It would
fall into the third approach reviewed above —interpretable
model. As a concrete example, Fig 2 shows the application
of the proposed model in early detection of dementia. Ma-
chine learning techniques for computer vision, such as CNN,
can be used to extract visual features from brain images and
clock drawing tests. The learned features, such as size and
location of tumours and drawing test performance, together
with other computerized test (Zeng et al. 2017) results and
medical history, will be used as the inputs to an explainable
diagnosis model. The model will not only be able to present
a positive or negative diagnosis, but also detailed reasons
leading to the diagnosis.

As the first step to realize the proposed approach, I have
came up with an explainable model for making context-based
decisions. In (Zeng et al. 2018), I presented a graphical repre-
sentation for modelling decision problems involving varying
contexts, Decision Graph with Context (DGC), and a reason-
ing mechanism for making context-based decisions which
relies on the Assumption-based Argumentation formalism.
Based on these constructs, I formalized two types of explana-
tions with their computation, argument explanation and con-
text explanation, identifying the reasons for decisions made
from an argument-view and a context-view respectively.

Future Work
In the future, I would like to further explore the properties of
different argumentative explanations. This may include but is

not limited to the selection of the best explanation from a set
of available explanations and the evaluation of the explana-
tions generated. Then, I hope to apply the proposed approach
in applications such as the early detection of dementia and
building an explainable model for computational persuasion.
In order to do so, I plan to identify suitable machine learning
techniques based on the application contexts and find a viable
way to integrate them with the explainable decision making
model I developed.
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