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Introduction

This research project is in collaboration with my thesis ad-
visor Dr. Rina Dechter and with Dr. Kalev Kask and Dr.
Alexander Ihler, also at the University of California, Irvine.
We present a new sampling scheme for approximating hard
to compute queries over graphical models, such as com-
puting the partition function. The scheme builds upon ex-
act algorithms that traverse a weighted directed state-space
graph representing a global function over a graphical model
(e.g., probability distribution). With the aid of an abstrac-
tion function and randomization, the state space can be com-
pacted (trimmed) to facilitate tractable computation, yield-
ing a Monte Carlo estimate that is unbiased. We present the
general idea and analyze its properties analytically and em-
pirically.

Related Works

Imagine that we want to compute a function over a weighted
directed graph where the graph is given implicitly, e.g., us-
ing a generative state-space search model whose explicit
state graph is enormous and does not fit in memory. Clearly
algorithms that need to traverse such a state-space graph
will fail. Knuth and Chen (Knuth 1975; Chen 1992) pro-
posed a pioneering sampling scheme for estimating quan-
tities that can be expressed as aggregates (e.g., sum) of
functions defined over the nodes in the graph. They fo-
cused on estimating the number of nodes in such graphs
(Knuth 1975). Our work is inspired by their scheme and ex-
tends it to a more general class of functions defined over
weighted directed graphs or trees. In particular, this exten-
sion is applicable to reasoning tasks over graphical mod-
els e.g., probability of evidence or partition function over
probabilistic networks since they can be transformed into
tasks over weighted directed state graphs (Dechter and Ma-
teescu 2007). The work of Knuth and Chen (Knuth 1975;
Chen 1992) was also extended more recently in the con-
text of predicting the size of search trees in heuristic search
(Lelis, Zilles, and Holte 2013) and for search algorithms in
graphical models (Lelis, Otten, and Dechter 2014).

Copyright c© 2018, Association for the Advancement of Artificial
Intelligence (www.aaai.org). All rights reserved.

Background
A graphical model can be defined by a 4-tuple M =
(X,D,F,

∏
), where X = {Xi : i ∈ I} is a set of variables

indexed by a set I , and D = {Di : i ∈ I} is the set of finite
domains of values for each Xi. F = {ψα : α ∈ scopes(F )}
is a set of discrete functions, where α ⊆ I and Xα ⊆ X is
the scope of ψα. A graphical model represents a global func-
tion Pr(X) ∝ ∏

α ψα(Xα). A popular task is to compute
the partition function Z =

∑
X

∏
α ψα(Xα).

A graphical model can also be expressed via a weighted
state space graph. In an OR search space, the states are
partial assignments relative to a variable ordering, where
each layer corresponds to a new assigned variable. A graph-
ical model can also be transformed into a more compact
AND/OR search space (Dechter and Mateescu 2007), de-
fined relative to a pseudo tree of the primal graph, by captur-
ing conditional independence in the model, thus facilitating
more effective algorithms (Marinescu and Dechter 2009).

Abstraction Sampling Algorithm
Abstraction sampling for AND/OR trees (AOAS) uses an
abstraction function that partitions the nodes in the search
tree into subsets of abstract states under the assumption that
nodes in the same abstract state represent similar subprob-
lems and can therefore be merged into a “typical” single rep-
resentative. Given an abstraction function over a weighted
directed tree T , our algorithm generates a weighted directed
subtree T̃ using a generative randomized process. In partic-
ular, the scheme chooses randomly, using importance sam-
pling probabilities, a single representative node from each
encountered abstract states and associates it with a weight
that estimates the total contribution of all states it represents.
Importance sampling probabilities are chosen proportional
to the current weight of the node, the cost of the path to the
root, and an estimate of the total mass of the subtree rooted
by this node, given by a heuristic function. An estimator to
our query over T can be computed over the generated repre-
sentative tree T̃ , which is supposed to be far smaller. Clearly,
if the number of abstract states is bounded, the generated tree
is small and the estimator can be computed efficiently. For
general AND/OR trees (as opposed to OR trees), we enforce
a restriction on abstraction functions, called properness.
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Properties of Abstraction Sampling
Unbiasedness
THEOREM 1 Given a weighted directed AND/OR search
tree T derived from a graphical model, a value function
Z(n) defined recursively over T , and a proper abstraction
function over T , the estimate generated by AOAS, Ẑ(r), is
unbiased.

Complexity
The properness restriction limits compactness of sampled
AND/OR trees. More branchings in the pseudo tree imply
more abstract states and larger probes. We show that:

THEOREM 2 Given a pseudo tree, the number of states in
a probe by AOAS is O(n · mb+1), where n is the number
of variables, b bounds the number of branchings along any
path of the pseudo tree andm bounds the number of states in
the input abstraction function per each variable (and level).
For OR trees, b = 0, so size is bounded by O(nm).

Sampling Probabilities
The proof of unbiasedness works for any sampling distri-
bution p. The reason for choosing our specific importance
sampling probabilities is to reduce variance.

THEOREM 3 (exact heuristic) If the sampling probability
in AOAS uses an exact heuristic h(n) = Z(n), namely if
it satisfies p = w(n′)g(n′)Z(n′)

w(n′)g(n′)Z(n′)+w(n′′)g(n′′)Z(n′′) , then Ẑ is
exact after a single probe (has zero variance), for any ab-
straction which is proper.

Experimental Results
We evaluated our algorithm on instances from 4 benchmarks
(DBN, Grids, Linkage, Promedas) by running experiments
using different configurations of abstraction functions for
one hour each. We used Weighted Mini-Bucket Elimina-
tion (WMBE) (Dechter and Rish 2003; Liu and Ihler 2011)
heuristic function, whose strength is controlled by a param-
eter called the i-bound. Higher i-bounds lead to stronger
heuristics at the expense of higher computation and mem-
ory cost. We experimented with fixed i-bound 10. We exper-
imented with both OR and AND/OR trees. As abstraction
function we used a family of abstraction functions called
relaxed context-based abstractions, parametrized by a level.
0-level abstraction merges all nodes corresponding to a vari-
able in a single abstract state, leading to a degenerate tree
(path), and it thus corresponds to regular importance sam-
pling. Higher level abstractions have increasing number of
abstract states, thus leading in general to higher number of
nodes expanded during sampling. We tested abstraction lev-
els 0, 4, 8 for OR trees, and levels 0, 1, 2 for AND/OR trees.

We noticed that for benchmarks where regular importance
sampling (0-level) has large errors (DBN and Grids), ab-
straction sampling with high level abstraction shows much
stronger performance. For Linkage and Promedas bench-
marks, where regular sampling already performs well (small
errors), we see that we are not able to improve performance
by moving to higher level abstractions.

Summary of Contributions
We developed abstraction sampling algorithm for AND/OR
trees (AOAS) and provided theoretical and empirical evalua-
tion. Specifically we show that a) AOAS is unbiased for OR
trees under minimal conditions of the abstraction function
(i.e., being layered). b) that these conditions are not suffi-
cient for AND/OR trees in general, however when enforcing
a restriction of properness, unbiasedness is guaranteed for
AND/OR trees as well. (c) In an extensive empirical eval-
uation, using instances from several benchmarks, we illus-
trate the potential of this scheme, showing that it can sig-
nificantly improve performance over the baseline of regular
importance sampling in benchmarks where the baseline has
large errors.

Future Work
Future work would include exploring different abstraction
function families, in order to find abstraction functions
which are most effective in reducing sampling error. We also
plan to extend the existing algorithm from AND/OR trees to
AND/OR graphs to benefit from sampling on smaller search
spaces.
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