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Abstract

Computer vision, as a subfield in the general artificial in-
telligence (AI), is a technology can be visualized and eas-
ily found in a large number of state-of-art applications. In
this project, undergraduate students performed research on a
landmark recognition task using computer vision techniques.
The project focused on analyzing, designing, configuring,
and testing the two core components in landmark recogni-
tion: feature detection and description. The project modeled
the landmark recognition system as a tour guide for visi-
tors to the campus and evaluated the performance in the real
world circumstances. By analyzing real-world data and solv-
ing problems, student’s cognitive skills and critical thinking
skills were sharpened. Their knowledge and understanding
in mathematical modeling and data processing were also en-
hanced.

Introduction
It has been studied that through research experiences stu-
dents become better learners, more engaged in their educa-
tion programs, and more inclined to pursue graduate studies.
It is also reported that students’ problem-solving skills are
improved, communication and interpersonal skills are im-
proved, and self-confidence increased. (Eagan Jr et al. 2013)
When considering research projects for undergraduate stu-
dents, it is of great benefit to involving students in projects
that are closely related to their life and even from ideas that
are generated from themselves.

Computer vision, as a subfield in the general AI, has
drawn great attention among students. They are curious
about how Facebook automatically tags their friends in a
photo. They are also fascinated by augmented reality, turned
on by Pok’mon GO. This research is originated from fresh-
man students’ experience, the frustration to locate buildings
on campus. At Arkansas Tech University, more than 50%
students are reported as first-generation college students.
Even a minor setback could be a major roadblock at the be-
ginning of their college life. When the students know the
techniques in computer vision can automatically recognize
the buildings by image, they are excited and motivated by
this landmark recognition project. In this paper, we will de-
scribe our experience in mentoring undergraduate students
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Figure 1: Eight Direction Imaging Positions

in a computer vision project and report our current progress
of the project.

Problem Analysis and Data Collection
A goal of this project is to provide the students an experi-
ence of analyzing and solving the real-world problems. The
landmark recognition system was modeled as a mobile tour
guide for visitors to the campus, where the visitor can ask the
mobile device for information about the building in his/her
view. The students were guided to research the layout and
history of Arkansas Tech University to obtain the basic in-
formation of landmarks on campus. They conducted a sur-
vey to gather the data of popular or hard-to-find locations
among students and visitors. Then, an imaging plan was
initialized for acquiring reference images of the landmarks.
Each building was designed to be imaged from eight direc-
tions, as shown in Figure 1. If space allows, images were
obtained from three positions in each direction. And the ref-
erence images were taken at different lighting conditions,
i.e. in the morning and afternoon of a day. The longitude and
latitude coordinates were also recorded with the images. Fig-
ure 2 shows the library on campus layered with the imaging
positions. Currently, the campus landmarks dataset contains
3725 images for 23 buildings.

After collecting the reference images, the students ana-
lyzed the scene of the reference images, discussed the chal-
lenges of recognition task, and explored the modern algo-
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Figure 2: An Example of Imaging Positions

rithms through case study and literature review. Compared
to conventional object recognition or location recognition,
mobile landmark recognition differs from the following as-
pects: (1) the context information such as GPS and direc-
tion is available since the GPS sensor and gyro sensor are
becoming a standard in current mobile devices; and (2) de-
spite accuracy mobile users evaluate high on quick response.
As a result, students focused on investigating the Speeded
Up Robust Feature (SURF) (Bay et al. 2008) extraction and
tackling the landmark recognition from the perspectives of
features size and computation efficiency.

Design of the Landmark Recognition System
There have been interests in the problem of landmark recog-
nition in the computer vision community for decades. The
development of landmark recognition on the mobile plat-
form has been relatively recent. The advent of commer-
cial large-scale applications like Google’s Goggles, and Mi-
crosoft’s HoloLens have spurred further interest in this area.

Most current landmark recognition systems are based on
client-server architecture and heavily rely on server-side
support and processing. (Chen et al. 2009) The reference
images of locations (typically at city scale) at the server,
and landmark recognition are accomplished via sending the
query image to the server, extracting and matching the visual
features at the server side.

A key shortcoming of this type of system is the users’ con-
cern about the privacy. They disclose their locations, route of
travel, and access to the image album to the remote server.
Besides, the response time highly depends on the data speed
of the wireless network. As a result, the on-device landmark
recognition has drawn increasing research in recent years.
For example, (Guan et al. 2015) can compress each image
descriptor into several bytes; however, the user experience
is less than satisfactory because recognition accuracy is re-
duced due to the significant compression of image descrip-
tors.

In this project, the SURF feature was applied to detect
and describe the local salience. The experiments of image
matching were performed between the query image and rel-
evant images, as well as irrelevant images. Figure 3 shows
examples of matching SURF features between two images.

Figure 3: Examples of Matching SURF Features between
Two Images

It demonstrates the effectiveness of the proposed method in
distinguishing relevant from irrelevant buildings.

Conclusion and Future Work
Through this project, students not only acquire intellectual
technique skills, but also grow in personal and professional
aspects. Students reflected that the feature extraction was
too abstract to understand in the first place, but a better un-
derstanding was formed through image processing and pro-
gramming. It is an exciting time that AI becomes real and
empowering the students with AI technology becomes es-
sential to the current generation of engineering students. In
the future, we will develop more computer vision related
projects such as self-driving cars to foster students’ interests
in AI, and promote AI in undergraduate education.
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