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Abstract

Open-source indicators such as social media can be very effec-
tive precursors for forecasting future societal events. As events
are often preceded by social indicators generated by groups of
people speaking many different languages, multiple languages
need to be considered to ensure comprehensive event forecast-
ing. However, this leads to several technical challenges for tra-
ditional models: 1) high dimension, sparsity, and redundancy
of features; 2) translation correlation among the multilingual
features. and 3) lack of language-wise supervision. In order
to simultaneously address these issues, we present a novel
model capable of distant-supervision of heterogeneous mul-
titask learning (DHML) for multilingual spatial social event
forecasting. This model maps the multilingual heterogeneous
features into several latent semantic spaces and then enforces
a similar sparsity pattern across them all, using distant supervi-
sion across all the languages involved. Optimizing this model
creates a difficult problem that is nonconvex and nonsmooth
that can then be decomposed into simpler subproblems using
the Alternative Direction Multiplier of Methods (ADMM).
A novel dynamic programming-based algorithm is proposed
to solve one challenging subproblem efficiently. Theoretical
properties of the proposed algorithm are analyzed. The re-
sults of extensive experiments on multiple real-world datasets
are presented to demonstrate the effectiveness, efficiency, and
interpretability of the proposed approach.

Introduction

Significant social events like disease outbreaks and violent
riots have a tremendous influence on the society. For instance,
seasonal influenza alone is estimated to result in around 4
million cases of severe illness and hundreds of thousands of
deaths each year (WHO ). In the Middle East, the majority
of the instabilities arise from extremism, terrorism, and civil
unrest, usually resulting in major social issues with economic
losses in the billions of dollars and creating millions of un-
employed people. The motivation for this research is thus
to mitigate these impacts by forecasting their occurrence in
advance, which is now becoming feasible due to the rapid
growth of web 2.0. For example, social media like Twitter
have become popular platforms that serve as real-time “sen-
sors" for social trends and incidents (Ramakrishnan et al.
2014). Every day millions of Twitter users around the globe
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broadcast their observations and sentiments on a wide range
of topics in many different languages. Although around 50%
of Twitter messages are in English, many other languages are
commonly used for tweets (Hong, Convertino, and Chi 2011).
Even within the same country, Twitter messages may be in
multiple languages. For instance, in Brazil 73% of Twitter
messages are in Portuguese, 15% are in English, and 10% are
in Spanish, with the remaining 2% being in other languages.
Tweets in different languages typically represent the voices
of different subgroups of the population, which cannot be
ignored. The collection of these observations and sentiments
could provide a useful window into emerging social trends.

A considerable amount of work has been proposed for
detecting historical or ongoing social events using social
media (Zhang, Yuan, and Han ). In addition, in order to fore-
see future events, a number of models for event forecasting
have also been developed (Zhao et al. 2016b). Current re-
search on social event forecasting via social media tends
to share essentially similar workflows that basically learn
a mapping from the observed semantic content (typically
keyword frequencies) in various languages to the occurrence
of future events using supervised learning techniques such
as sparse learning (Zhao et al. 2015b), deep learning (Zhao
et al. 2015a), or causality learning (Radinsky and Horvitz
2013). Multilingual issues in social media have generally
been considered primarily for retrospective research like sen-
timent analysis (Bügel and Zielinski 2013; Lo et al. 2016;
Becker, Moreira, and dos Santos 2017) and topic analysis
(Lo, Chiong, and Cornforth 2017; Ren et al. 2016). However,
due to the more challenging problem of predictive modeling,
existing considerations of multilingual issues for social event
forecasting remain few and problematic. For event forecast-
ing, some works (Ramakrishnan et al. 2014) consider only the
dominant language, thus losing substantial signals from the
tweets in other languages. Other works simply merge all the
keyword features from different languages into a single fea-
ture set for the model (Zhao et al. 2015b). These approaches
suffer from several challenges. 1) High dimension, sparsity,
and semantic-redundancy of the features. The number of fea-
tures linearly increases with the number of languages, while
most of the features are zeros because a message is typi-
cally in a single language. Moreover, the large feature set
is highly redundant in semantic meaning due to the many
words with same meaning across different languages. 2) Ig-
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norance of feature translation correlation and heterogeneity.
Existing work typically assumes the features in different lan-
guages are independent. However, this ignores the important
semantic similarity and variety among them. For example,
“protesto" in Portuguese and “protest" in English have the
same meaning and significance for the topic “civil unrest",
but “protesto" also has the meaning of “kick" in English. 3)
Insufficiency of language-wise supervision. Different events
are primarily preceded by the similar social indicators in
different languages (Hong, Convertino, and Chi 2011), de-
pending on the population bases of the people who organize
and are involved in the events. Typically, it is extremely diffi-
cult to manually annotate the population base for each event
accurately, because this information is implicit. Hence a lack
of language-wise annotation limits the distinction among the
predictive tasks across languages and challenges traditional
models based on a single language.

In order to simultaneously address all these technical chal-
lenges, this paper presents a novel model named distant-
supervision heterogeneous multitask learning (DHML). To
effectively model the multilingual features with high dimen-
sion, sparsity, and redundancy, we treat each language as
a task and can thus formulate a novel heterogeneous multi-
task learning problem. Unlike classic multitask learning such
as that presented in (Zhao et al. 2015b; Zhou et al. 2013),
where the feature sets are the same across tasks, the features
(i.e., keywords) for different tasks in our problem must be
different but correlated through translation relation. In order
to share the correlated information among tasks, our model
first maps the heterogeneous features in different tasks (i.e.,
languages) into their respective latent topic spaces, and then
enforces a similar pattern of sparsity across all these latent
spaces using a regularization term. More importantly, unlike
classic multitask learning models where each task has its
own label set, in our problem all the tasks share a single label
set, rendering distant supervision (Hernández-González, Inza,
and Lozano 2016) feasible. We adopt a multi-instance (Chep-
lygina, Tax, and Loog 2015) style framework to map the
outputs of all the tasks into the event occurrence, in the sense
that if any task can indicate the future event, then the output
is positive; if they cannot, the output is negative. To optimize
the proposed model, which is nonconvex and nonsmooth,
we apply the Alternative Direction Methods of Multipliers
(ADMM) (Boyd et al. 2011) to decompose it into simpler
subproblems. To solve one quadratic subproblem embedded
by a max function, we propose a new efficient dynamic pro-
gramming method. To solve another biconvex subproblem,
we adopt a non-monotone spectral projected gradient (Lu and
Zhang 2012). Finally, we also prove a generalization bound
that demonstrates both the consistency and the asymptotic
behavior of the learning process of our proposed model. The
major contributions of this research are as follows:

• Develop a framework for event forecasting based on
multilingual indicators. A generic framework is pro-
posed for spatial event forecasting that utilizes multilingual
social media data with distant supervision. A number of
classic approaches are shown to be special cases of our
model.

• Propose a new model for distant-supervised heteroge-
neous multitask learning. Different languages are for-
mulated into different tasks with heterogeneous features,
which are then mapped to respective latent semantic spaces.
Then we enforce a similar sparsity pattern across tasks in
these latent spaces, using a distant supervision of all the
tasks.

• Design an efficient optimization algorithm based on
ADMM and dynamic programming. The proposed non-
smooth and nonconvex model is optimized by being de-
composed into several simpler subproblems using ADMM.
One subproblem coupled with a max function is solved
by an efficient dynamic programming method, while an-
other biconvex subproblem is solved by non-monotone
spectral projected gradient. The theoretical properties of
the proposed algorithm are also analyzed.

• Conduct extensive experiments on several datasets.
The proposed method was evaluated on several real
datasets, which demonstrates its effectiveness, efficiency,
and interpretability.

Problem Formulation

Denote X = {Xs,t,l}S,T,L
s,t,l as a collection of model input

data, such as Twitter messages, where T , S, and L are the
sets of time intervals, spatial locations, and languages of mes-
sages, respectively. Xs,t,l ∈ R

1×|Vl|+1 denotes the feature
vector, which are the keyword frequencies under language l
for time t (e.g., tth date) at location s. |Vl| denotes the size of
feature set (e.g., vocabulary) Vl in the language l. An element
[Xs,t,l]v ∈ Xs,t,l, (v = 1, · · · , |Vl|) denotes the frequency
of the keyword v ∈ Vl while [Xs,t,l]0 = 1 is the dummy
feature to provide a compact notation for bias parameter in
forecasting model. Define Y = {Ys,t}S,Ts,t as the event occur-
rences, where Ys,t ∈ {0, 1} such that Ys,t = 1 means there
is/are event(s) in location s at time t, otherwise Ys,t = 0.

The following is our problem definition for the spatial
social event forecasting using multilingual input data: For
a specific location s ∈ S at time t ∈ T , given data under
different languages L, the goal is to predict the occurrence
Ys,τ of future event(s) where τ = t + p. p > 0 is the lead
time for forecasting. Thus, the problem is formulated as the
following mapping function:

F : {Xs,t,1, · · · , Xs,t,|L|} → Ys,τ (1)

This problem is challenging in the following three as-
pects: 1) Input feature space has high dimension and sparsity.
The size of feature set

∑L
l |Vl| linearly increases with the

number of languages. Moreover, for each message, loca-
tion, or time duration, the features of most of the languages
are all-zeros, leading to severe sparsity. 2) Input feature
space is heterogeneous and correlated. Each language has
different vocabulary feature set with different size, namely
∀ l �= m → Vl �= Vm, l,m ∈ L. However, words in differ-
ent languages could have strong semantic translation relation,
leading to large information redundancy. 3) Distant supervi-
sion on high-dimension input. As can be seen in Equation
(1), for each high-dimensional multilingual input, there is
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no language-wise supervision. Only distant supervision Ys,τ

upon all the languages L is available.

Models

To address the above issues, we propose a new model DHML.
First, we propose to map the multilingual symbols into latent
semantics and enforce the similarity among them. Second, we
develop a distant-supervision multi-task learning framework.

Heterogeneous feature learning in multilingual
latent spaces

In order to jointly minimize the prediction error and char-
acterize the latent patterns in high-dimensional features, we
need to optimize the penalized empirical loss: minL + Ω,
where L is the forecasting error on training set, and Ω is the
regularization term that encodes structured prior knowledge
embedded in the model parameters.

Due to the challenges of high dimension, sparsity, and
redundancy of multilingual features, it is preferable to split
the whole multilingual feature set into respective event fore-
casting tasks under different languages. Then each task is
to forecast the events through a specific language l: Fl :
Xs,t,l → ys,τ,l, where ys,τ,l is the predicted future event
occurrence based on the input of language l. Moreover, the
heterogeneous features of different languages correlate via
translation relation. This motivates us to map the heteroge-
neous features into the latent semantic spaces, which have
the similar patterns across different languages. The above
idea can be formulated into the following objective function:

min
Θ≥0,ΘlΘ′

l=I,U

1

|S||T |
∑S,T

s,t
L({Fl(U

′
lΘlX

′
s,t,l)}Ll )+

λ1‖U‖2,1 + λ2

∑L

l
‖Θl‖1 (2)

Throughout this paper, we use the apostrophe to denote the
matrix transpose. For example, U ′

l denotes the transpose of
the matrix Ul. Θl ∈ R

d×(|Vl|+1) is the mapping from the orig-
inal feature space to latent semantic space for each language
l. d is the number of latent topics which can be specified
by the user. Thus the multiplication ΘlX

′
s,t,l denotes the se-

mantic pattern for current location s at time t for language
l. U ∈ R

d×|L| and Ul ∈ R
d×1 denotes the weight vector

for semantic feature for language l. The �2,1 norm enforces
different tasks for different languages to share a similar latent
semantic pattern. We also enforce the sparsity of the transi-
tion matrix Θ by �1 norm. For classification problem, the loss
L can be logistic loss, and Fl can be logit function.

Distant-supervised multi-task learning

In classic multitask learning (Zhao et al. 2015b), each task
has the corresponding label set for its own output. However,
in our problem, all the tasks do not have their respective la-
bels ys,τ,l, but share a single label set of the final output Ys,τ ,
which neutralizes the classic multitask framework. To address
this challenge, in this paper, the logical relation among the
task outputs {Fl(Xs,t,l)}Ll is explored and exploited. Specif-
ically, in our problem, if any of the tasks’ outputs Fl(Xs,τ,l)
is positive (e.g., indicates the occurrence of future event),

then the final output F ({Xs,τ,l}Ll ) is also positive. Other-
wise, the final output is negative. Because the model response
Ys,τ ∈ {0, 1} is binary-valued, this notion can be equiva-
lently formulated via a “max" operation over the outputs of
all the tasks:

L({U ′
l ,ΘlX

′
s,t,l}Ll ) = L(max

l
Fl(U

′
lΘlX

′
s,t,l), Ys,τ ) (3)

Therefore, combine Equations (2) and (7), we get the follow-
ing final objective function:

min
Ul,Θl≥0,l∈L

1

|S||T |
∑S,T

s,t
L(max

l
Fl(U

′
lΘlX

′
s,t,l), Ys,τ )

+ λ1‖U‖2,1 + λ2

∑L

l
‖Θl‖1 s.t.ΘlΘ

′
l = I, l ∈ L (4)

The problem in Equation (4) is a nonconvex problem con-
sisting of nonconvex and nonsmooth objective function and
nonlinear equality constraint. It is very challenging to solve
such a problem. In the Section “Parameter Optimization”,
we propose a new algorithm that can solve it efficiently and
effectively.

Relation to existing methods

Several well-recognized methods are demonstrated to be
the special cases of our model in Equation (4), including
LASSO (Tibshirani 1996), multi-instance learning (Cheply-
gina, Tax, and Loog 2015), and homogeneous latent sparse
feature learning (Zhou et al. 2013). The detailed deduction
of their relations are presented the following.
1. Generalization of LASSO. Let |L| = 1 and Θ be an
identity matrix. Also let the loss L be squared loss. Our
DHMF is thus reduced to LASSO (Tibshirani 1996):

min
u

∑S,T

s,t
L(F (u′Xs,t,l), Ys,τ ) + λ1‖u‖1 (5)

where u ∈ R
d×1 is the feature vector with the size of d.

2. Generalization of homogeneous latent sparse feature
learning. Let |L| = 1, which removes the “max" function
and �2,1-norm. Also let the loss L be squared loss. Our
DHMF is thus reduced to the homogeneous latent sparse
feature learning model (Zhou et al. 2013):

min
u,θ≥0

∑S,T

s,t
L(F (u′θXs,t,l), Ys,τ ) + λ1‖u‖1 + λ2‖θ‖1

s.t.θθ′ = I (6)

where θ ∈ R
d×v is a matrix where v is the number of latent

topics.
3. Generalization of multi-instance learning. Let λ1 =
λ2 = 0 and Θ = I , which means there is identical set of
features for each instance. DHMF is thus reduced to multi-
instance learning with standard assumption (Cheplygina, Tax,
and Loog 2015):

min
u

∑S,T

s,t
L(max

l
F (u′Xs,t,l), Ys,τ ) (7)

where u ∈ R
d×1 is the feature vector with the size of d.

Parameter Optimization

In this section, we first propose an efficient algorithm to solve
the nonconvex nonsmooth problem in Equation (4), and then
discuss the theoretical properties of the proposed method.
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Efficient Algorithm

It is extremely hard to directly solve the Equation (4) due to
the existence of nonconvex max function inside a nonlinear
loss function. An effective way to address this is to transform
the original problem into the following equivalent problem
by introducing auxiliary variables:

min
Θ≥0,U,Z,Q

1

|S||T |
∑S,T

s,t
L(f(Zs,t), Ys,τ )

+ λ1‖U‖2,1 + λ2

∑L

l
‖Θl‖1

s.t.ΘlΘ
′
l = I, Zs,t = max

i
Qs,t,i, (8)

Qs,t,l = U ′
lΘlX

′
s,t,l, s ∈ S, t ∈ T, l ∈ L

Therefore, by decoupling the max function from the non-
linear loss function L(·) and the biconvex term U ′

lΘlX
′
s,t,l,

the original complex problem is transformed into a simpler
one using two new variables Z and Q. This problem can be
solved by ADMM, which requires to compute the augmented
Lagrangian (Boyd et al. 2011) that uses additional quadratic
penalty terms with the penalty parameter ρ:

1

|S| · |T |
∑S,T

s,t

(
L(f(Zs,t), Ys,τ ) +

∑L

l

〈
Λ1,l,ΘlΘ

′
l − I

〉
+

+ λ1‖U‖2,1 +
ρ

2

∑L

l
‖ΘlΘ

′
l − I‖2

F +

〈
Λ2,s,t, Zs,t − max

i
Qs,t,i

〉

+
ρ

2
‖Zs,t − max

i
Qs,t,i‖2

F +
∑L

l

〈
Λ3,s,t,l, Qs,t,l − U

′
lΘlX

′
s,t,l

〉

+ λ2

∑L

l
‖Θl‖1 +

ρ

2

∑L

l
‖Qs,t,l − U

′
lΘlX

′
s,t,l‖2

F

)
(9)

where Λ1 = {Λ1,l}Ll , Λ2 = {Λ2,s,t}S,Ts,t , and Λ3 =

{Λ3,s,t,l}S,T,L
s,t,l are the dual variables corresponding to the

three constraints, respectively. Then, all the parameters
Θ, U, Z, and Q are optimized alternately until convergence.
Because Θ and U is coupled together in the constraint to
form a biconvex problem, we seek to optimize them jointly
in order to achieve a joint better solution for both variables.

1. Update Qs,t,l, l ∈ L.
Updating of the variable Qs,t,l amounts to the following

optimization problem:

min
Qs,t,l

〈
Λ2,s,t, Zs,t − max

l
Qs,t,l

〉
+

ρ

2
‖Zs,t − max

l
Qs,t,l‖2

F+

L∑
l

〈
Λ3,s,t,l, Qs,t,l−U

′
lΘlX

′
s,t,l

〉
+

ρ

2

L∑
l

‖Qs,t,l−U
′
lΘlX

′
s,t,l‖2

F

It can be simplified as

min
Qs,t,l

‖Zs,t −max
l

Qs,t,l + Λ2,s,t/ρ‖2F

+
∑L

l
‖Qs,t,l − U ′

lΘlX
′
s,t,l + Λ3,s,t/ρ‖2F (10)

This problem is extremely challenging to solve due to the
existence of a discrete operator, namely the “max" func-
tion, inside the quadratic penalty term ‖Zs,t −maxl Qs,t,l +
Λ2,s,t/ρ‖2F . This prevents the utilization of the traditional
solution like Chebyshev approximation (Boyd and Vanden-
berghe 2004) for “max" function. Methods like subgradi-
ent methods (Renegar 2016) and selector variables (An-
drews, Tsochantaridis, and Hofmann 2003) cannot guarantee

a global solution, and are very time consuming. To solve
this problem, we propose a dynamic programming based
algorithm that can get the closed-form solution that has the
global optimal guarantee for this problem very efficiently, as
described in Theorem 1.
Theorem 1. The solution to the problem in Equation (10) is:
Qs,t,l = U ′

lΘlX
′
s,t,l − Λ3,s,t,l/ρ, when l �= argmini Qs,t,i;

Otherwise when l = argmini Qs,t,i, Qs,t,l =
∑k

i=1(Q̃s,t,i+

U ′
lΘlX

′
s,t,l + Λ2,s,t/ρ)/(k + 1), where Q̃s,t is the decreas-

ing ordered list whose elements are the set {U ′
lΘlX

′
s,t,l −

Λ3,s,t,l/ρ}Ll , and k is equal to the solution of the following
problem:

k = argmin
j

j, (11)

s.t.,
∑j

i=0
(Q̃s,t,i + U

′
lΘlX

′
s,t,l + Λ2,s,t/ρ)/(j + 1) > Q̃s,t,j−1

Proof: The proof, which is very technical, is provided in
the supplementary materials (Supplementary Materials ). �

2. Jointly update parameters Θ and U .
Jointly optimizing Θ and U amounts to the following non-

convex subproblem:

min
Θ≥0,U

λ1‖U‖2,1+
∑L

l

〈
Λ1,l,ΘlΘ

′
l−I

〉
+

ρ

2

∑L

l
‖ΘlΘ

′
l−I‖2

F+

λ2

∑L

l
‖Θl‖1+

ρ

2|S|·|T |
∑S,T,L

s,t,l
‖U ′

lΘlX
′
s,t,l−(Qs,t,l−Λ3,s,t,l/ρ)‖2

F

which contains a biconvex nonsmooth objective function of
Θ and U as well as a quadratic equality constraint over Θ.
To solve it, traditional methods like block coordinate de-
scent (BCD) (Tseng and Yun 2009) may be easily trapped
in a local minimizer in practice due to non-convexity and
non-smoothness. To address this problem, we applied non-
monotone strategy based on spectral projected gradient (SPG)
method (Zhou et al. 2013). It is shown in (Lu and Zhang 2012)
that under some suitable assumption the non-monotone SPG
method has a linear convergence rate. The detailed algorithm
procedures are shown in the supplementary materials (Sup-
plementary Materials ).

3. Update Zs,t.
The optimization of Z is equal to solving the following

subproblem:

min
Zs,t

L(f(Zs,t), Ys,τ ) +
ρ

2
‖Zs,t −max

l
Qs,t,l + Λ2,s,t/ρ‖2F

which is a generalized linear regression with a quadratic
penalty term. A second-order Taylor expansion is performed
to solve this problem, where the Hessian is approximated
using a multiple of the identity with an upper bound of 1/(4 ·
I), where I denotes the identity matrix.

Finally, the dual variables are updated following the stan-
dard way in ADMM. The process of ADMM will terminate
until convergence or specific number of iteration steps is
reached.

Theoretical Properties

In this section, we first provide an equivalent reformulation
of the proposed model, and then show that its generalization
error is bounded and asymptotically converges to 0 when the
size of training sample increases to infinity.
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The original problem with �2,1 and �1 norms is equivalently
transformed to the following:

min
Θ≥0,U

1

|S| · |T |
∑S,T

s,t
L(max

l
Fl(U

′
lΘlX

′
s,t,l), Ys,τ ) (12)

s.t.‖U‖2,1 ≤ α, γmin ≤
∑L

i
‖Θi‖1 ≤ γλ1

max, ΘlΘ
′
l = I, l ∈ L

where L is Lipschitz continuous with Lipschitz constant C.
Denote Θl,m as the mth row of the matrix Θl, we have the
following lemma.

Lemma 1. γmin is the lower bound of ‖Θl‖1 such that
γmin = d · argmin

‖Θl,m‖2=1
‖Θl,m‖1, where Θl,m is any row of

Θl.

Proof: The proof detail is in the supplementary material
(Supplementary Materials ). �

In the following, we show that the generalization error of
the problem in Equation (12) is upper-bounded. First, we
define the following concepts.

Definition 1 (Expected error, Empirical error). For any
Θ and U , we denote the expected risk as: E(Θ, U) =

EM∼μ[
1

|S|·|T |
∑S,T

s,t L(maxl Fl(U
′
lΘlX

′
s,t,l), Ys,τ )]. Given

the data M = (X,Y ), the empirical risk is defined as:
Ê(Θ, U |M) = 1

|S|·|T |
∑S,T

s,t L(Fl(maxl U
′
lΘlX

′
s,t,l), Ys,τ ).

Definition 2 (global optimal solution, optimized solution).
Define F1 = {u ∈ R

d×|L||‖u‖2 ≤ α}, F2 = {u ∈
R

|L|×d×(|Vl|+1)|γmin ≤ ∑L
i ‖ui‖1 ≤ γλ1

max, ulu
′
l =

I, ul ≥ 0, l ∈ L}. Denote Θ∗ and U∗ as the global op-
timal solution of the expected risk:

(Θ
∗
, U

∗
) = arg min

Θ∈F2,U∈F1
E(Θ, U) (13)

= arg min
Θ∈F2,U∈F1

EM∼μ[
1

|S||T |
∑S,T

s,t
L(max

l
Fl(U

′
lΘlX

′
s,t,l), Ys,τ )]

Denote Θ∗
(M) and U∗

(M) as the optimized solution by mini-
mizing the empirical risk:

(Θ∗
(M), U

∗
(M)) = arg min

Θ∈F2,U∈F1

Ê(Θ, U |M) (14)

= arg min
Θ∈F2,U∈F1

1

|S||T |
∑S,T

s,t
L(max

l
Fl(U

′
lΘlX

′
s,t,l), Ys,τ )

Finally, the following theorem shows the upper-bounded
generalization error.

Theorem 2. Define C1(X) = d · ‖Σ̂(X)‖∗ and C∞ =∑L
l ‖Σ̂(X·,·,l)‖∞/|L|, where Σ̂(x) = x′x is the empirical

co-variance matrix. Let ε > 0 and let μ be probability mea-
sure on R. With probability of at least 1 − ε in the draw of
M ∼ μ|S|·|T |. We have:

E(Θ
∗
(M), U

∗
(M)) − E(Θ

∗
, U

∗
)

= EM∼μ[
1

|S||T |
∑S,T

s,t
L(max

l
Fl([U

∗
(M)]

′
l[Θ

∗
(M)]lX

′
s,t,l), Ys,τ )]

− inf
Θ∈F2,U∈F1

EM∼μ[
1
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Proof: The general proof procedure is included in supple-
mentary material (Supplementary Materials ) due to the lim-
ited space. �

The theorem provides important insights into the proposed
model: 1) The more training samples utilized, the less the
generalization error; 2) The generalization error converges to
0 when the training sample size approaches infinity; 3) More
languages tend to require more training samples to achieve
the same generalization error; and 4) If the design matrix X
has a low-rank structure that leads to smaller C1(X), then the
generalization error converges faster.

Experiments

In this section, the experiment results for the proposed DHML
are presented and discussed.

Experimental settings

In our experiment, 10 datasets were obtained by randomly
sampling 10% (by volume) of the Twitter data from Jan 2013
to Dec 2014, as shown in Table 1. The data from Jan 1,
2013 to Dec 31, 2013 was utilized for training, while the
remaining was used for the performance evaluation. The
Latin American Twitter data are majorly in Spanish, English,
and Portuguese, of which the relative percentages of tweet
message amounts are shown in Table 1. The event forecasting
results were validated against a labeled events set, known as
the gold standard report (GSR), which is publicly available1.
GSR is a collection of civil unrest news reports manually
labeled by social science experts from the most influential
newspaper outlets in Latin America (Ramakrishnan et al.
2014), as shown in Table 1. An example of a labeled GSR
event is given by the tuple: (CITY=“Hermosillo”, STATE =
“Sonora”, COUNTRY= “Mexico”, DATE = “2013-01-20”).

This experiment adopted an extensive list of civil unrest
related keywords manually defined by social science ex-
perts (Ramakrishnan et al. 2014), including 688 Spanish
keywords, 569 English keywords, and 549 Portuguese key-
words. The data collection was partitioned into a sequence of
date-interval subcollections. The event forecasting task here
was to utilize one-day tweet data to predict whether or not
there will be an event in the next day for a specific city. To

1GSR dataset: https://dataverse.harvard.edu/dataset.xhtml?
persistentId=doi:10.7910/DVN/EN8FUW

Table 1: Datasets and Labels. (SPA=Spanish, ENG=English,
POR=Portuguese)

Dataset #Tweets SPA (%) ENG (%) POR (%) #Events

Argentina 160,564,890 91.6 7.3 1.1 1427
Brazil 185,286,958 10.1 16.0 73.9 3417
Chile 97,781,414 82.8 16.4 0.8 776
Colombia 158,332,002 89.8 9.4 0.8 1287
Ecuador 50,289,195 91.1 8.1 0.8 511
El Salvador 21,992,962 91.5 7.8 0.7 730
Mexico 197,550,208 83.7 15.4 0.9 5907
Paraguay 30,891,602 92.2 6.4 1.4 2114
Uruguay 10,310,514 89.7 8.8 1.4 664
Venezuela 167,411,358 92.3 6.9 0.8 3320
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Table 2: Event forecasting performance in AUC in each of the 10 datasets
AR BR CL CO EC EL MX PY UY VE

LogReg 0.594 0.686 0.677 0.644 0.599 0.618 0.661 0.6162 0.628 0.667
LASSO 0.596 0.685 0.677 0.648 0.603 0.636 0.665 0.6151 0.666 0.669
MTL 0.733 0.722 0.669 0.810 0.617 0.772 0.795 0.600 0.811 0.771
MREF 0.706 0.714 0.563 0.515 0.784 0.612 0.693 0.658 0.6812 0.588
DHML 0.704 0.845 0.683 0.846 0.839 0.780 0.793 0.737 0.835 0.835

Table 3: Comparison of runtimes (in seconds) in model training on each of the 10 datasets
AR BR CL CO EC EL MX PY UY VE

LogReg 12,784 30,193 2,981 8,060 312 551 17712 7,297 748 5,563
LASSO 687 1,535 242 780 295 261 2,043 527 336 1,008

MTL 76 233 35 108 17 17 853 40 20 49

MREF 3,567 25,889 6,521 14,714 4,332 4,669 31,349 9,495 5,305 5,769
DHML 202 332 852 87 46 33 175 242 82 179

achieve this, we created a training set and a test set for each
city, where each data sample was the daily tweet observation
with the above keyword features. The predicted events were
structured as tuples of (date, city). A predicted event was
matched to a real event if both the date and location attributes
were matched. To validate the performance of event forecast-
ing, the Area Under the Curve (AUC) of Receiver operating
characteristic (ROC) (Zhao et al. 2016b) curve was adopted.
There are three tunable parameters for our proposed model
DHML, namely the regularization parameters λ1, λ2, and
number of topics d. For each dataset, a 10-fold cross vali-
dation was utilized on training set to examine large ranges
of parameter values, namely 10−6 to 1 for λ1, 10−4 to 5 for
λ2, and 5 to 70 for d. The values with best performance on
training set were selected.

Comparison Methods

The effectiveness and efficiency were compared with 4 state-
of-the-art methods on spatial event forecasting, namely Lo-
gistic Regression (LogReg) (Wang, Gerber, and Brown 2012),
LASSO (Ramakrishnan et al. 2014), Multi-task learning
(MTL) (Zhao et al. 2015b), and Multi-resolution event fore-
casting (MREF) (Zhao et al. 2016a).

1. Logistic regression (LogReg) (Gerber 2014). LogReg
utilizes a logit function to map the tweets observations into
future event occurrences (“0" denotes no occurrence, “1"
denotes occurrence). The input features here are union of all
the keywords in all the languages. The keyword set is the
same as the one being used by the proposed method.

2. LASSO (Ramakrishnan et al. 2014). A LASSO
models is built to map the multilingual inputs to the
model response, which is the future event occurrence.
The feature set is the same as LogReg. To tune the
regularization parameter, different values from the set
Rp = {0.01, 0.02, · · · , 0.1, 0.2, · · · , 1, 2 · · · , 10} were
tested based on a 10-fold cross validation on the training
set. To be specific, for the training set of each dataset, we
partitioned the training set into 10 equal segments along the
time line. We then used 9 segments for training the model
and the remaining segment for validating the results, giving
a total of 10 rounds by iterating the segment used for the val-

idation. For each round a validation performance is obtained
and our focus is on the average performance across all 10
rounds. The regularization parameter was set at 0.1 because
this value achieved the best average performance for all 10
rounds.

3. Multitask Learning (MTL) (Zhao et al. 2015b). In multi-
task model, each task is the forecasting for each location. The
feature set is the same as LASSO. As in LASSO, the values
in Rp were tested to select the regularization parameters. Fi-
nally, the parameters were set as λ1 = 0.015 and λ = 0.001,
which were selected because they achieved the best overall
performance in the 10-fold cross-validation.

4. Multi-resolution Event Forecasting (MREF) (Zhao
et al. 2016a). This method jointly models the pre-
diction tasks in multiple geographical levels by utiliz-
ing their geo-hierarchical relation. The features are the
same as MTL. The major parameter is the regulariza-
tion parameter that is determined from the set Rp =
{0.01, 0.02, · · · , 0.1, 0.2, · · · , 1, 2 · · · , 10} for each dataset
by 10-fold cross-validation.

Performance

In this section, the proposed DHML was evaluated quantita-
tively and qualitatively. The analyses of parameter sensitivity
and feature selection are also presented.

As shown Table 2, the proposed DHML outperformed the
competing methods in 8 out of all the 10 datasets by 15% on
average, and was also competitive in the remaining 2 datasets.
It exhibited outstanding performance in countries like Brazil
where the multilingual phenomenon was especially obvious
as shown in Table 1. In addition, MTL that considers the
correlation among locations performed the second best in
general. MREF is designed for event forecasting in different
spatial levels, but was not the best when predicting for only
city level. The performance of LogReg and LASSO was
similar and less competitive.

Table 3 shows the running time of model training for each
model in each dataset. It can be seen that logistic regression,
LASSO, and MREF consumed the largest amounts of time,
about thousands of seconds for large countries and hundreds
of seconds for small ones. This is because each of Logistic
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Figure 1: Sensitivity analysis of three parameters of the model DHML

Table 4: Most important topics and keywords in each language on the Uruguay dataset. The keywords in Spanish and Portuguese
have been translated into English by Google Translate (https://translate.google.com/). The table shows that similar topics were
important across different languages, e.g., Topic 1, Topic 5, and Topic 8 appear in all 3 languages. And each topic tended to have
coherent semantic meaning in different languages, e.g., Topic 1 is potentially about the school protests, and Topic 4 is generally
about preventing the protests.

Languages Topics Keywords

Spanish

Topic 8 conflict farmer rancher pit insecurity agrarian whistle deforest
Topic 5 picket mobilize arrest cooperative impoverish Zapatista #cnte upsurge
Topic 1 class criminalize suppress riot moderate barricade protest teacher
Topic 9 #cgtp #cofecay #snte @eloisago. @chertor. @dionisio. @morenaj. @unt_mx
Topic 10 power match Energy warn food town defending torture

English

Topic 7 agency community maintain charge reform discuss loss legalize
Topic 1 smash effort proposal invitation arm university class fight
Topic 5 medium report popular paralyze tax affect danger payment
Topic 4 gringo crime investment attack capture victim protagonist boycott
Topic 6 mandate striker confront assembly parliament mandatory freedom parade

Portuguese

Topic 2 person president time class opportunity deputy election alternative
Topic 4 ambush plunder warn police gun convention agreement officer
Topic 6 lead national together change authority congress labor violence
Topic 5 pocket mine shot catch criminal control enemy upsurge
Topic 8 hunger hassle fire treatment defeat Medical groom root

Regression and LASSO utilized all the data of different loca-
tions, time, and languages to train a single model, resulting in
a design matrix which was extremely huge and sparse. MREF
need consider event forecasting tasks in multiple resolution
with several constraints, which increased its algorithm com-
plexity and time complexity. MTL and our DHML achieved
the lowest runtimes, which were generally less than 1/10 of
other methods. This was because they split the forecasting
tasks into different locations and different languages, which
reduced the data size and sparsity. DHML was fast also be-
cause its subproblems were solved by proximal operators and
closed-form solutions.

The sensitivity of parameters of the proposed DHML on
test set of the Mexico dataset is illustrated in Figure 1. Other
datasets followed similar patterns. The regularization param-
eter λ1 influenced the performance most while the setting of
parameter λ2 had minimal impact. When λ1 was set to be
less than 0.05 the model obtained the best performance. The
number of topics is better to be set less than 20, but there was
not much decrease in performance if it is larger than 30.

In addition to event forecasting, the proposed DHML can

also discover the underlying semantic topics and key precur-
sors for future events. The significance of the latent topics and
keywords was ranked by their weights based on the optimized
variables Θ and U . Table 4 presents the top 8 keywords of top
5 topics for each language on Uruguay Twitter dataset as an
example. It shows that similar topics were important across
different languages, including Topic 1, Topic 5, and Topic 8.
And each topic tended to have coherent semantic meaning in
different languages. This is because our model employed an
�2,1 to enforce a similar sparsity of semantic patterns across
different languages. For example, Topic 8 in Spanish and
Portuguese contained keywords like “farmer" and “hunger",
which was about agricultural factors that potentially preceded
future civil unrest events. Topic 1 in Spanish and English,
which highlighted “riot", “fight", and “university", was about
the actions of protest potentially relevant to schools.

Conclusions

In order to handle the spatial social event forecasting based
on multilingual indicators, this paper proposes a novel
model for distant-supervised heterogeneous multitask learn-
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ing (DHML). Its generalization performance is theoretically
guaranteed. Several effective models are demonstrated to be
special cases of the proposed DHML. For the parameter opti-
mization of DHML, an efficient algorithm for nonconvex and
nonsmooth is proposed based on ADMM and a new dynamic
programming method. Extensive experiment on real datasets
demonstrated the effectiveness, efficiency, and interpretabil-
ity of DHML.
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