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Abstract

Sentence relation extraction aims to extract relational facts
from sentences, which is an important task in natural lan-
guage processing field. Previous models rely on the manually
labeled supervised dataset. However, the human annotation
is costly and limits to the number of relation and data size,
which is difficult to scale to large domains. In order to con-
duct largely scaled relation extraction, we utilize an existing
knowledge base to heuristically align with texts, which not
rely on human annotation and easy to scale. However, using
distant supervised data for relation extraction is facing a new
challenge: sentences in the distant supervised dataset are not
directly labeled and not all sentences that mentioned an en-
tity pair can represent the relation between them. To solve
this problem, we propose a novel model with reinforcement
learning. The relation of the entity pair is used as distant su-
pervision and guide the training of relation extractor with the
help of reinforcement learning method. We conduct two types
of experiments on a publicly released dataset. Experiment re-
sults demonstrate the effectiveness of the proposed method
compared with baseline models, which achieves 13.36% im-
provement.

Introduction

Relation Extraction (RE) devotes to extracting relational
facts from sentences, which can be applied to many natural
language processing (NLP) applications such as information
extraction (Wu and Weld 2010) and question answering (Yih
et al. 2015; Dai, Li, and Xu 2016). Given a sentence with an
entity pair e1 and e2, this task aims to identify the relation
between e1 and e2. For example, RE devotes to extracting
the relation of Steve Jobs and Apple by given the first sen-
tence in Figure 1.

RE has drawn much attention of many researchers in NLP
field. (Zeng et al. 2014) is among the first work to apply neu-
ral networks in this task. They adopted Convolutional Neural
Network (CNN) to automatically extract the sentence repre-
sentations with the raw input words for RE, which achieved
significant improvements compared with traditional models.
(Zhou et al. 2016) applied attention mechanism with Long
Short-Term Memory (LSTM) Networks to capture the se-
mantic information in a sentence, which didn’t utilize any
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Figure 1: Examples of relation extraction task. This task de-
votes to extract relations between an entity pair.

Figure 2: Align relational facts from KB with free texts to
automatically generate large scaled dataset. However, sen-
tences are not directly labeled and some of them (i.e. the
third sentence in the figure) can not represent the relation of
the entity pair.

features derived from lexical resources or NLP systems.
They achieved higher F1 score than most baselines meth-
ods. These models are heavily relied on supervised dataset
like ACE-05 (Grishman, Westbrook, and Meyers 2005) and
SemEval-2010 task 8 (Hendrickx et al. 2009). However,
supervised data relies on human annotation which is very
costly. Therefore, generating data with human annotation is
difficult to apply in the large scaled domain. How to extract
relations in large domain dataset remains a challenging task.

To obtain large scaled relation extraction dataset, (Mintz
et al. 2009) proposed Distant Supervision paradigm to au-
tomatically scale RE to large domains. They used the re-
lational facts from large scaled Knowledge Bases (KB) to
automatically align with texts. Specifically, for a triplet fact
r(e1, e2) in a KB, all sentences that mention both entities
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e1 and e2 are aligned with relation r. We call the set con-
taining an entity pair with sentences mentioned them as a
Bag. Figure 2 shows this process. Although this method can
obtain large scaled data and is easy to expand, sentences in
distant supervised data are not directly labeled and not all
sentences that mention an entity pair can represent the re-
lation between them. In the example in Figure 2, there are
no direct label for each sentences and the third sentence is
not represent the Founder relation between Steve Jobs and
Apple. In this paper, relations like Founder are called real
relations. We also introduce NA relation, which represents
no relation between two entities.

To learn relation extractor with large scaled distant su-
pervised data, we draw insights from reinforcement learning
(RL) methods.

The relation extractor is regarded as RL Agent and the
goal is to achieve higher long-term reward. The agent reads
the bag’s sentences and outputs their extracted relations one
by one. We integrate the predicted relations of sentences to
predict the relation of the bag, which will be compared with
the gold bag relation to determine the long-term reward. We
then utilize it to train the relation extractor. Figure 3 shows
this process.

In our model, we need to integrate the predicted sentence
relations into bag relation so that we can compare it with
the gold bag relation to determine the long term reward. We
follow the expressed-at-least-once assumption (Riedel, Yao,
and McCallum 2010) to predict the bag relation but rephrase
it from the prediction aspect of view: When predicting the
relation of a bag, the bag is NA relation when and only when
all sentences in bag represents NA relation, otherwise, the
bag is the real relation represent by its sentences.

Two types of experiments on a publicly released dataset
demonstrate that our method outperforms the comparative
baselines significantly, which achieves 13.36% improve-
ment. We summarize our contributions as follows:

1. We apply reinforcement learning method to learn sen-
tence relation extractor with the distant supervised
dataset. The bag relation is used as distant supervision,
which monitors the training of relation extractor.

2. Benefit from relation extractor, relations of bag’s sen-
tences are extracted, which is helpful to predict the bag
relation.

3. We conduct two types experiments on two versions of a
widely used dataset and outperform the comparative base-
lines significantly.

Related Work

Supervised Relation Extraction

Supervised relation extraction task aims to extract relations
from sentences with supervised data. (Zeng et al. 2014) is
among the first to apply neural networks to this task. They
utilized the convolutional neural network to automatically
extract features which not depend on traditional NLP tools
and avoid the error propagation problem. (Xu et al. 2015)
adopted LSTM networks along the shortest dependency
path. (Zhou et al. 2016) proposed a novel model which

Figure 3: The process of reinforcement learning. Relation
extractor is RL agent and r is the generated reward.

utilizes attention mechanism with Bidirectional LSTM net-
works and achieve promising results. But all of these models
are built based on the supervised dataset.

Our model is different from them since we devote to learn-
ing relation extractor on the distant supervised dataset.

Distant Supervised Relation Extraction

Distant supervised relation extraction aims to extract the re-
lation of the bag. Many researchers have focused on this
task.

(Zeng et al. 2015) proposed PCNN to automatically ex-
tract features from sentences and applied MIL to select the
most important sentence. Both (Lin et al. 2016) and (Ji et
al. 2017) applied attention mechanism to alleviate the in-
ference of noises. (Ji et al. 2017) also utilize the entity de-
scription as external information to improve performance.
(Jiang et al. 2016) used cross-sentence max-pooling to take
all sentences into consideration and considered the multi-
label problem. (Lin, Liu, and Sun 2017) used cross-lingual
attention to consider the information consistency and com-
plementarity among cross-lingual texts. (Luo et al. 2017)
used a dynamic transition matrix to characterize the noise
and apply curriculum learning framework to guide training.

However, all of these models focus on bag relation ex-
traction. Our model is different from them since we learn a
sentence relation extractor.

Reinforcement Learning

We also relate to prior works on reinforcement learning.
Reinforcement learning has been successfully applied to
many games such as Go (Silver et al. 2016) and Atari
games (Mnih et al. 2015). We get inspiration from the Atari
Pong game with reinforcement learning. We also get in-
spired from the researchers that applied RL methods to NLP
tasks. (Narasimhan, Kulkarni, and Barzilay 2015) used re-
inforcement learning for text-based games. (Narasimhan,
Yala, and Barzilay 2016) applied reinforcement learning on
information extraction task by acquiring external evidence
and they achieved huge improvements compared with tradi-
tional extractors. (Li et al. 2016) used reinforcement learn-
ing for dialogue generation and fostered a more sustained
dialogue, which manages to produce more interactive re-
sponses than standard methods. To apply Generative Ad-
versarial Net (GAN) to generating sequences, (Yu et al.
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Figure 4: The structure of our relation extractor. Input a sen-
tence si, the extractor output the probability distribution Pi.
We use cij to denote j-th feature map and repi denote the
representation of si.

2017) considered the sequence generation procedure as a se-
quential decision-making process and treated the generative
model as an agent of reinforcement learning. Their model
significantly outperforms the baseline methods.

Our Model

To take the advantage of distant supervision, we treat the
process of extracting the relations of every sentence in a bag
as a reinforcement learning episode. In other words, given
a bag, we first extract relation of every sentence indepen-
dently. We then predict the bag relation based on the ex-
tracted relations and compare it with the gold bag relation.
Finally, we use the result of the comparison to guide the
training of relation extractor.

Relation Extractor

As shown in Figure 4, we use neural networks to build
the relation extractor. Prior works like (Zeng et al. 2015;
Lin et al. 2016; Ji et al. 2017) used PCNN to represent sen-
tences. In this paper, we use a more straightforward way
to model sentences which can achieve comparable perfor-
mance with PCNN, but is easier for implementation and
more efficient for calculation. Specifically, given a raw sen-
tence si, we first split the sentence into tokens. Then we turn
every token into dense vectors, which will be used as the
inputs of the convolutional neural networks. Instead of us-
ing the piece-wise max-pooling, we directly use the normal
max-pooling but concatenate the max-pooling result with
the position embedding of two entities. We denote it as Posi-
tion Enhanced (PE) CNN. Finally, a multi-layer perceptron
with softmax is applied to output the probability of every
relation (including NA).

Figure 5: Relative positions of token co-funder. Steve Jobs
and Apple are the entities.

Word Embeddings Word embeddings are low-
dimensional vector of tokens, which are learned from
the large unlabeled text. It has been used in many NLP
tasks and shows its power. Every token is correspond-
ing to a word embedding vw. In this paper, we train
word embeddings on the New York Times (NYT) corpus
with word2vec toolkit (Mikolov et al. 2013a; 2013b;
Mikolov, Yih, and Zweig 2013).

Position Embeddings Position embeddings are low-
dimensional vectors of positions. It has been successfully
used in many works of relation extraction (Zeng et al. 2014;
2015; Lin et al. 2016; Ji et al. 2017). The relative position is
the distance between token and entity. As shown in Figure
5 , the relative position from token co-funder to entity Steve
Jobs and Apple is 3 and -4, respectively. Every relative po-
sition is corresponding to a dense vector vp which is called
position embedding.

The vector representation v is concatenated by word em-
bedding vw and position embedding vp as shown in the Vec-
tor Representation part in Figure 4. We have dv = dw+2dp,
where dv , dw and dp are the dimension of v, vw and vp re-
spectively.

Convolution The convolution of A ∈ R
m×n and B ∈

R
m×n is defined as

A⊗B =
m∑

i=1

n∑

j=1

aijbij (1)

Let vi
j denotes the vector of j-th token in sentence si and let

Si represents the matrix concatenated by [vi
1;v

i
2; ...;v

i
|si|],

where |si| is the number of tokens contained by si. Given Si,
we use a filter Wq ∈ R

w×dv to extract local features from
si. By sliding Wq along the sentence si, we could obtain
a vector ciq ∈ R

|si|−w+1 called feature map by following
equation:

ciqj = f([vi
j ;v

i
j+1; ...;v

i
j+w−1]⊗Wq + b) (2)

where b ∈ R is a bias and f(· ) is non-linear function such as
Tanh and ReLU. As shown in Figure 4, for sentence si, we
apply three filters W1,W2,W3 and get three feature maps
ci1, ci2 and ci3.

Pooling and Concatenation The max-pooling of vector
ciq = [ciq1 , ciq2 , ..., ciqn ] is defined as max(ciq1 , ciq2 , ..., ciqn ).
We then concatenate the pooling results with the positions
embedding of entities. In the example in Figure 4, the po-
sition of entities are 0 and 7. We concatenate their position
embeddings v0p and v7p with the maxpooling result to form
the representation of sentence rep1.
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Multilayer Perception with Softmax After we get the
representation repi of sentence si, we apply a single layer
MLP to output the confidence vector Oi. Then the condi-
tional probability of j-th relation is

p(relj |θ, si) = exp(oj)∑M
k=1 exp(ok)

(3)

Training with Reinforcement Learning

To learn the relation extractor without the direct guide, we
introduce the policy gradient method in reinforcement learn-
ing.

Predict the Bag Relation To use the information of dis-
tant supervision (the bag relation), we need to predict the bag
relation based on the relation of its sentences. In this paper,
we follow the expressed-at-least-once assumption (Riedel,
Yao, and McCallum 2010) to predict the bag relation, which
we detailed as following rules:

• For sentence si, we select the relation with the high-
est probability as the extracted relation of si. That
is, we extract relation relj∗ from si, where j∗ =
argmax p(relj |θ, si).

• If all sentences in bag are extracted as NA relation, we
predict the bag with relation NA;

• Otherwise, we ignore all sentences that predict NA rela-
tion. From the rest sentences, the extracted relation with
the highest probability is regarded as the relation of bag1.

In the episode of a bag, sentences are regarded as RL
states and relations are regarded as RL actions. Our relation
extractor is treated as RL agent. Suppose there are n sen-
tences in a bag. Before the episode is finished (that is, not all
sentences in the bag have been extracted), the rewards of the
state are set to 0 (that is ri = 0, i = 1, ..., n − 1) since we
don’t know if this episode is good or not. Once the episode is
finished, we predict the relation of the bag and the reward of
the last state rn is determined by the predicted results of the
bag. If the predicted relation is the same as the gold one, we
assign a positive value to rn, otherwise, we assign a negative
value. The advantage of state si is calculated by

R(si) =
n∑

j=i

γn−jrj (4)

where γ ∈ (0, 1] is the discount factor. Since ri = 0, i =
1, ..., n− 1, R(si) can be simplified as

R(si) = γn−irn (5)

In this task, the order of sentences in bag should not influ-
ence the predicted result, so we set γ = 1 and we have

R(si) = rn (6)

In the experiment, rn is set to +1 or −1.

1We only ignore NA sentences when predicting the bag relation,
all sentences (including the NA sentences) are used when training,
which is different from (Zeng et al. 2015)

For the example in figure 2, we first extract relations from
s1, s2 and s3 independently. Suppose the first sentence is
predicted to relation Founder with probability 0.7, the sec-
ond sentence is predicted to relation Founder with proba-
bility 0.8 and the third sentence is predicted to relation NA
with probability 0.9. To predict the bag relation, we ignore
the sentence that extracts NA relation regardless its proba-
bility. In this example, s3 is ignored. Therefore, The bag is
predicted to relation Founder because s2 is extracted with
the highest probability (0.8) and the extracted relation is
Founder. Because the gold relation of this bag is Founder
which is the same as the predicted relation, the episode re-
ward will be set to +1.

Optimization We use REINFORCE (Williams 1992) al-
gorithm to optimize the policy (sentence-level classifier) of
our model. We use θ to represent the parameters of the entire
model and all parameters will be trained together.

For the episode of a Bag with n sentences and the advan-
tage of i-th sentence is R(si), the objective function can be
defined as:

J(θ) = Es1,...,snR(si) (7)

where ai is the predicted relation of si.
We can update the gradients of θ by using the likelihood

trick (Williams 1992) as:

∇J(θ) =
n∑

i=1

∇p(ai|si, θ)R(si) (8)

where ai is the action (relation) taken in state si.
To reduce variance and make training faster and more sta-

ble, we introduce a baseline b (Williams 1992). For a batch
of data with N bags, the baseline is calculated as the mean
of all advantages in batch:

b =

∑N
i=1

∑ni

j=1 R(sj)
∑N

i=1 ni

(9)

Then we can update the gradients of θ by

∇J(θ) =
N∑

i=1

ni∑

j=1

∇p(aj |sj , θ)(R(sj)− b) (10)

Experiment

To evaluate the effectiveness of our extractor in large scaled
data, we train and test our model in the distant supervised
dataset. However, sentences in a distant supervised dataset
are not directly labeled, which make the evaluation difficult.
Therefore, we implement two type of experiments to demon-
strate the effects of our proposed model.

We first manually label a test dataset and evaluate our
sentence relation extractor directly. However, this evaluation
method requires costly human annotation and can only be
used in small-scale datasets.

To evaluate the model in large-scale test dataset, we test
our model in distant supervised relation extraction task. This
task focuses on the prediction of bag relation, therefore, the
distant supervised data can be directly used for evaluation
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Dataset # Bags # positive Bags # sentences # relations
SMALL Train 65726 4266 112941 26

Test 93574 1732 152416 26
LARGE Train 281270 18252 522611 53

Test 96678 1950 172448 53

Table 1: Dataset statistics. “# Bags” means the number of Bags.

Figure 6: The accuracy of relation extractor based on CNN,
PE and PE+REINF. It’s obvious that our model leans a better
relation extractor.

without requiring human annotation. Although our model is
not naturally designed for distant supervised relation extrac-
tion task, we can easily apply our model to it. The prediction
of the bag heavily relies on the relation extractor, therefore,
evaluation results in distant supervised relation extraction
task can demonstrate the effectiveness of our model.

Dataset

In this paper, we use the widely used dataset developed by
(Riedel, Yao, and McCallum 2010)2 to evaluate our model.
This dataset is created by aligning Freebase with New York
Times (NYT) corpus. From which, 2005-2006 NYT corpus
is used for training and 2007 corpus for testing. There are
two versions of the dataset. The first version is comparably
smaller, we denote the first version dataset as SMALL while
the second as LARGE.

The SMALL dataset has two versions too. The original
version of SMALL dataset is used by (Riedel, Yao, and Mc-
Callum 2010), (Hoffmann et al. 2011) and (Surdeanu et al.
2012). The filtered version of SMALL dataset is used by
(Zeng et al. 2015), (Jiang et al. 2016) and (Ji et al. 2017).
(Zeng et al. 2015) filtered the origin dataset by removing
a) duplicated sentences in each bag; b) sentences which
have more than 40 tokens between two entities; c) sentences
with entity names that are substrings of other entity names
in Freebase. In this paper, we use the filtered version of

2http://iesl.cs.umass.edu/riedel/ecml/

Figure 7: Results of different models on SMALL dataset.

SMALL dataset3.
The LARGE dataset is used and released by (Lin et al.

2016)4. It has a much larger training data size than SMALL.
We represent the detailed statistics of SMALL and

LARGE dataset in Table1. The Bag with entity pair that in-
dicates none NA relation is called positive Bag. For each
dataset, we randomly select 20% training data as validation
for tuning the parameters of our model and use the rest to
train the models.

Implementation Detail

In our experiments, we follow the settings of (Zeng et al.
2015). The dimension of word embedding |vw| is set to 50,
the dimension of position embedding |vp| is set to 5, the win-
dow size w of filters is 3 and the number of filters K is set
to 230. The batch size is fixed to 50 and dropout probabil-
ity fix to 0.5. When training, we use Adam (Kingma and Ba
2015) to optimize parameters. It’s worth to mention that pre-
training is important in reinforcement learning. The learning
rate is reset to 0.0001 and batch size is set to 2000 when ap-
plying reinforcement learning.

Relation Extraction

We conduct the experiment of comparing different extrac-
tors on SMALL dataset. Since most of the entity pairs are
negative (contains NA relation), if we randomly select sen-
tences from the test set, models could easily achieve high

3http://www.nlpr.ia.ac.cn/cip/∼liukang/publications.html
4https://github.com/thunlp/nre
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Figure 8: Results of different models on LARGE dataset.

accuracy. For example, a classifier predicts all sentences to
NA relation could achieve about 98% (≈ 1 − 1732/93574)
accuracy. So we randomly select 100 positive bags which
contains 197 sentences.

The baseline extractors are CNN relation extractor and
PE relation extractor. These two models are trained under
supervised paradigm. That is we label the sentences with
the bag relation and treat it as supervised data. Our model,
PE+REINF, is PE extractor trained with distant supervised
data directly by apply reinforcement learning.

The manually evaluated results are shown in Figure 6. The
experiment shows that PE+REINF significantly outperforms
the baseline models. Our model gets 19.71% and 13.36%
improvement compared with CNN and PE. The improve-
ment from PE to PE+REINF demonstrate that by applying
reinforcement learning and using the distant supervision (the
bag label) to guide training can lead to better results.

Distant Supervised Relation Extraction

To evaluate our model in large scaled dataset automatically,
we apply our model in DSRE task. DSRE task focus on
the bag relation extraction and bag relations are directly la-
beled in distant supervised dataset, which make the auto-
matic evaluation possible.

Baseline methods We compare our model with several
baseline methods. Mintz (Mintz et al. 2009) extracted lexical
and syntactic features from all sentences. MIML (Surdeanu
et al. 2012) is a multi-instance multi-labels model. MultiR
(Hoffmann et al. 2011) is a probabilistic, graphic model with
multi instance-learning. PCNNs+MIL (Zeng et al. 2015)
used PCNN to extract sentence features and applied multi-
instance learning. PCNN+CrossMax (Jiang et al. 2016) used
the information of all sentences in a Bag by cross-sentence
max-pooling. APCNNs (Ji et al. 2017) and PCNN+ATT (Lin
et al. 2016) both utilized the attention mechanism.

We implement PCNN+CrossMax by ourself by follow-
ing the settings of (Jiang et al. 2016). We use the results of
Mintz, MIML, MultiR, PCNNs+MIL and APCNNs released

Figure 9: Effects of reinforcement learning in SMALL
dataset. By adding the reinforcement learning, we achieve
significant improvements in both models.

by (Ji et al. 2017) and the results of PCNN+ATT released by
(Lin et al. 2016).

Evaluation Metrics We follow (Riedel, Yao, and McCal-
lum 2010) and evaluate our method with the held-out eval-
uation. The held-out evaluation compares the predicted re-
lation of the entity pair with the gold relation (which is au-
tomatically labeled by Freebase). It’s an effective evaluation
method for large dataset. We present the results of held-out
evaluation with precision/recall curves.

Held-out Evaluation To compare with the baseline meth-
ods, we conduct the held-out evaluation on both SMALL
and LARGE dataset.

In the SMALL dataset, we compare our method with
Mintz, MIML, MultiR, PCNNs+MIL, PCNN+CrossMax
and APCNNs. The precision/recall curves of those mod-
els are shown in Figure 7. As we can see, our PE+REINF
model (the magenta line with circle marker) outperforms all
the baseline methods. Though the APCNNs (the brown line
with pentagon marker) has higher precision when recall is
less than 0.15, our model performs better when the recall is
higher. It’s also worth mention that the recall of our model
reaches about 54%, which is a 46% improvement compared
with APCNNs.

In the LARGE dataset, we compare our model
(PE+REINF) with PCNN+ATT and PCNN+CrossMax. As
the precision/recall curves shown in Figure 8, PE+REINF
(the red line with circle marker) outperforms the baseline
methods significantly in both precision and recall. The max-
imum value of recall of our model can reach about 63%
while PCNN+ATT (the black line with diamond marker) and
PCNN+CrossMax (the blue line with triangle marker) only
reach less than 45%. It’s about 40% improvement.

We also give out the area under curve (AUC) value of neu-
ral network models. In SMALL dataset, the AUC value of
PCNs+MIL is 0.180, APCNNs is 0.205, PCNN+CrossMax
is 0.169 and our model PE+REINF is 0.252. In LARGE
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Figure 10: A real case of extracting the relation of sentences in the bag of India and Gujarat with our model. We also show
the extraction of the bag with our model and DSRE models. As we can see, our model can both extract relation of the single
sentence and the bag while DSRE models only extract the relation of the bag. We mark the correct extraction with red color.

dataset, the AUC value of PCNN+CrossMax is 0.260,
PCNN+ATT is 0.259 and PE+REINF is 0.336. Our
PE+REINF model achieves the highest AUC value in both
datasets.

Effects of Reinforcement Learning To further show the
effects of reinforcement learning, we compare the perfor-
mance of CNN/PE and CNN+REINF/PE+REINF in distant
supervised relation extraction task in SMALL dataset.

As Figure 9 shows, the magenta line with diamond
marker and the red line with circle marker are the results of
CNN+REINF and PE+REINF model respectively, the green
line with pentagon marker is the results of CNN extractor,
the blue line with triangle is the results of PE. By apply-
ing reinforcement learning, CNN+REINF and PE+REINF
achieve better results than CNN and PE respectively, which
demonstrate the effectiveness of reinforcement learning.

Discussion

In this paper, we propose a novel method with reinforcement
learning to learn relation extractor using large scaled distant
supervised data.

This task is different from the distant supervised relation
extraction (DSRE) task. Our model is trying to extract re-
lations from every single sentence while the DSRE mod-
els aim at extracting relation of an entity pair from all sen-
tences that mention these two entities (the bag). Although
both our model and DSRE model utilize the distant super-
vised dataset, we use it in different ways. We use the distant
supervision as the guide of reinforcement learning so that
we can learn a relation extractor with the large scaled dis-
tant supervised dataset and overcome the obstacle of lacking
large scaled annotated data. DSRE models are not fit for re-
lation extraction of a single sentence. A real case is shown
in Figure 10. As we can see, our extractor extract relations
for every single sentence. We can then predict the bag re-

lation based on the relation of sentences in bag. However,
the DSRE model only extracts the relation of the bag and
regardless of the sentence relation.

Some readers may be confused with our model and
PCNN+MIL (Zeng et al. 2015). First of all, PCNN+MIL is a
DSRE model which focuses on the relation prediction of the
bag, while our model is a relation extraction model which
aims to extract the relation of a single sentence. The second
difference is we utilize all sentences when training while
PCN+MIL only used one sentence. The third difference is
the way we predict the relation of the bag. PCNN+MIL di-
rectly choose the sentence with the highest probability, how-
ever, we select the sentence with the highest probability from
none NA sentences.

Conclusion and Future Work

In this paper, we learn the relation extractor with reinforce-
ment learning method on the distant supervised dataset. The
bag relation is used as the distant supervision which guides
the training of relation extractor. We also apply the relation
extractor to help bag relation extraction. Two types of ex-
periments are conducted to evaluate the effectiveness of our
model. The experiment results show that our model outper-
forms comparative baselines significantly.

There are many directions of future work. Most neural
models in relation extraction task are based on convolution
neural network and utilize position embeddings as the fea-
ture. Other neural network structures and features are going
to be explored. Another direction is to combine our model
with Open Information Extraction (open IE) models. A ma-
jor problem of open IE models is the extracted relations can-
not be linked with KB relations. Our relation extractor can
help to make the extracted relation semantically.
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