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Abstract

Aspect-based sentiment analysis (ABSA) tries to predict the
polarity of a given document with respect to a given aspect
entity. While neural network architectures have been suc-
cessful in predicting the overall polarity of sentences, aspect-
specific sentiment analysis still remains as an open problem.
In this paper, we propose a novel method for integrating as-
pect information into the neural model. More specifically, we
incorporate aspect information into the neural model by mod-
eling word-aspect relationships. Our novel model, Aspect Fu-
sion LSTM (AF-LSTM) learns to attend based on associa-
tive relationships between sentence words and aspect which
allows our model to adaptively focus on the correct words
given an aspect term. This ameliorates the flaws of other
state-of-the-art models that utilize naive concatenations to
model word-aspect similarity. Instead, our model adopts cir-
cular convolution and circular correlation to model the simi-
larity between aspect and words and elegantly incorporates
this within a differentiable neural attention framework. Fi-
nally, our model is end-to-end differentiable and highly re-
lated to convolution-correlation (holographic like) memories.
Our proposed neural model achieves state-of-the-art perfor-
mance on benchmark datasets, outperforming ATAE-LSTM
by 4%− 5% on average across multiple datasets.

Introduction

Sentiment analysis lives at the heart of many business and
social applications which explains its wild popularity in
NLP research. Aspect-based sentiment analysis (ABSA)
goes deeper by trying to predict polarity with respect to a
specific aspect term. For example, consider the following re-
view, ‘I love the user interface but this app is practically use-
less!’. Clearly, we observe that there are two aspects (user
interface and functionality) with completely opposite polar-
ities. As such, techniques that are able to incorporate aspect
for making predictions are not only highly desirable but also
significantly more realistic compared to coarse-grained sen-
timent analysis. Recently, end-to-end neural networks (or
deep learning) (Wang et al. 2016; Li, Guo, and Mei 2017)
such as the long short-term memory networks (Hochreiter
and Schmidhuber 1997) and memory networks (Sukhbaatar
et al. 2015) have demonstrated promising performance on
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ABSA tasks without requiring any laborious feature engi-
neering.

The task of ABSA introduces a challenging problem of
incorporating aspect information into neural architectures.
As such, deep learning architectures that are able to ele-
gantly incorporate aspect information together with sentence
modeling are highly desirable. Recently, there have been a
myriad of models proposed for this purpose. For example,
ATAE-LSTM (Wang et al. 2016) is a recently incepted at-
tention based model that learns to attend to different parts
of the sentence given the aspect information. ATAE-LSTM
tries to incorporate aspect information by adopting a simple
concatenation of context words and aspect. This is done both
at the attention layer and the sentence modeling layer (inputs
to the LSTM). Consequently, the ATAE-LSTM model suf-
fers from the following drawbacks:

• Instead of allowing the attention layer to focus on learn-
ing the relative importance of context words, the attention
layer is given the extra burden of modeling the relation-
ship between aspect and context words.

• The parameters of LSTM are now given an extra burden
aside from modeling sequential information, i.e., it has to
also learn relationships between aspect and words. The
LSTM layer in ATAE-LSTM is being trained on a se-
quence that is dominated by the aspect embedding. As
such, this would make the model significantly harder to
train.

• Naive concatenation doubles the input to the LSTM layer
in ATAE-LSTM which incurs additional parameter costs
to the LSTM layer. This has implications in terms of
memory footprint, computational complexity and risk of
overfitting.

In summary, the important question here is whether the
naive concatenation of aspect and words at both the LSTM
layer and attention layer is necessary or even desirable. In
fact, our early empirical experiments showed that the ATAE-
LSTM does not always outperform the baseline LSTM
model. We believe that this is caused by the word-aspect
concatenation making the model difficult to train. As such,
this paper aims to tackle the weaknesses of ATAE-LSTM
while maintaining the advantages of aspect-aware atten-
tions. Our model cleverly separates the responsibilities of
layers by incorporating a dedicated association layer for
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first modeling the relationships between aspect and context
words, and then allowing the attention layer to focus on
learning the relative importance of the fused context words.
As such, the primary goal of this work is to design more
effective and efficient attention mechanisms that are aspect-
aware.

Our Contributions

The prime contributions of this paper are as follows:
• We propose a simple and efficient attention mechanism

for incorporating aspect information into the neural model
for performing aspect-based sentiment analysis.

• For the first time, we introduce a novel association layer.
In this layer, we adopt circular convolution of vectors for
performing word-aspect fusion, i.e., learning relationships
between aspect and words in a sentence. Our association
layer is inspired by the rich history of holographic reduced
representation (Plate 1995) and can be considered as a
compressed tensor product. This allows rich higher order
relationships between words and aspect to be learned.

• Overall, we propose Aspect Fusion LSTM (AF-LSTM),
a novel deep learning architecture, specifically for the
task of aspect-based sentiment analysis. Our model
achieves not only state-of-the-art performance on bench-
mark datasets but also significant improvement over many
other neural architectures.

Related Work

Sentiment analysis is a long standing problem in the field
of NLP. Simply speaking, this task can be often interpreted
as a multi-class (or binary) classification problem in which
many decades of research have been dedicated to building
features and running them through Support Vector Machine
(SVM) classifiers. These traditional features include from
sentiment lexicons (Rao and Ravichandran 2009; Kaji and
Kitsuregawa 2007) to ngram features or parse-tree features
(Kiritchenko et al. 2014; Kiritchenko, Zhu, and Mohammad
2014).

Today, neural architectures are incredibly fashionable for
many NLP tasks and clearly, the field of sentiment analy-
sis is of no exception, i.e., the task of document-level sen-
timent analysis is dominated by neural network architec-
tures (Bradbury et al. 2016; Tai, Socher, and Manning 2015;
Qian et al. 2017). The problem our architecture is targeted at
is fine-grained sentiment analysis (or aspect-based sentiment
analysis) whereby there is an additional complexity in fus-
ing aspects with sentence representations. In order to incor-
porate aspect information, several architectures have been
proposed including the target-dependent LSTM (Tang et al.
2016) which models each sentence towards the aspect tar-
get. The works most relevant to ours are ATAE-LSTM and
AT-LSTM (Wang et al. 2016) which are attentional mod-
els inspired by (Rocktäschel et al. 2015). AT-LSTM can
be considered as a modification of the neural attention of
(Rocktäschel et al. 2015) for entailment detection that swaps
the premise’s last hidden state for the aspect embedding.

Our work is concerned with associative compositional op-
erators which have a rich history in holography. Specifically,

in holographic reduced representations and holographic re-
current networks (Plate 1995; 1992), circular correlation
and convolution are used as encoding-decoding operations
which are analogous to storage and retrieval in associative
memory models. These associative memory compositional
operators can also be interpreted as compressed tensor prod-
ucts that enable second order relationships between word
and aspect embeddings to be learned. Moreover, these op-
erators are also efficient with only a computational cost of
O(n log n) by exploiting computation in the frequency do-
main, i.e., Fast Fourier Transforms. These associative mem-
ory models, though proposed long ago, have seen recent
revival in several recent works, e.g., relational learning on
knowledge bases (Nickel, Rosasco, and Poggio 2016), ques-
tion answering (Tay et al. 2017) and even within the recur-
rent cell (Danihelka et al. 2016). As such, our work lever-
ages these recent advances and adopts them to ameliorate
the weaknesses of ATAE-LSTM by adopting rich second-
order associative fusion of aspect and context words.

It is worthy to mention that a separate class of neural
architectures, known as MemNN or End-to-end Memory
Network (Sukhbaatar et al. 2015), has also been used for
ABSA. Specifically, this frames ABSA as a question an-
swering problem where the network reasons with the as-
pect as a query and context words as the external memory.
(Tang, Qin, and Liu 2016) introduced and applied multi-hop
MemNN to ABSA and additionally included a novel mech-
anism of location attention. On the other hand, (Li, Guo, and
Mei 2017) proposed multi-task MemNN that is also trained
on not only polarity prediction but also target detection. A
recent work, the Dyadic MemNN (Tay, Tuan, and Hui 2017)
applies rich compositional operators, leveraging neural ten-
sor layers and associative layers on top of memory networks
to improve performance on the ABSA task. However, the
overall architecture in this paper differs significantly, inte-
grating associative operators into an attention-based LSTM
framework instead.

Our Model
In this section, we describe our deep learning architecture
layer-by-layer. The overall model architecture is illustrated
in Figure 1.

Word Embedding Layer

The input to our model is a sentence (sequence of words)
along with an aspect word or phrase which are passed in as
integer values and indexed into the embedding matrix. The
word embedding layer is simply a WE ∈ R

k×v where k is
the dimension of the word embeddings and v is the vocab-
ulary size. As such, each input sentence is converted into a
sequence of k dimensional vectors by the embedding layer.
For aspect terms with more than one word, we simply apply
a neural bag of words model (sum operator) to learn a single
k dimensional vector of the aspect. We refer this as s in this
paper.

Long Short-Term Memory (LSTM) Layer

The word representations are then fed into a long short-
term memory (LSTM) network (Hochreiter and Schmidhu-
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Figure 1: Illustration of our proposed AF-LSTM deep learning architecture (best viewed in color). Illustration of circular
convolution and circular correlation is depicted in the top right of the image for d = 3. Compression (summation) patterns are
denoted by the matching colors.

ber 1997). The operations of the LSTM cell can be described
as follows:

ht = LSTM(ht−1, xi) (1)

where xt and ht−1 are the input vectors at time t. The LSTM
model is parameterized by output, input and forget gates,
controlling the information flow within the recursive opera-
tion. For the sake of brevity, we omit the technical details of
LSTM which can be found in many related works. The out-
put of this layer is a sequence of hidden vectors H ∈ R

L×d

where L is the maximum sequence length and d is the di-
mensional size of LSTM.

Word-Aspect Fusion Attention Layer

In this section, we describe our novel word-aspect fusion at-
tention layer. First, we provide an overview of the mechanics
of this new neural building block.

• The inputs to this layer are the outputs of the LSTM layer
H ∈ R

d×L and the aspect embedding s.

• For each output vector hi ∈ H from the LSTM layer, we
learn a joint representation of word and aspect embed-
ding. This embedding is referred to as mi ∈ R

d (memory
traces) which encodes the relationship between the con-
text word hi and aspect. In order to learn a joint represen-
tation of h and s, we employ associative memory opera-
tors to learn mi.

• Subsequently, the sequence of encoded joint represen-
tations m1,m2 . . .mL is then passed into the attention
layer.

• The attention layer learns to attend based on M ∈ R
d×L

instead of H ∈ R
d×L.

In this section, we describe the key steps that are crucial to
the operation of our proposed attention mechanism.

Associative Memory Operators We first describe the key
concepts of associative memory operators which we use to
model the relationship between context words and aspect
embedding. Let ht be the hidden state of the LSTM at time
t and s be the aspect embedding. In our case, we define two
associative compositional operators, namely circular corre-
lation (denoted �) and circular convolution (denoted ∗), as
our associative memory operators. The first operator, circu-
lar correlation is defined as follows:

[h � s]k =

d−1∑

i=0

hi s(k+i) mod d (2)

where � : Rd × R
d → R

d denotes the circular correlation
operator. For notational convenience, the subscript t for h is
omitted. We also use zero-indexed vectors. Circular correla-
tion can be computed as follows:

h � a = F−1(F(h)�F(a)) (3)
where F(.) and F−1(.) are the Fast Fourier Transform
(FFT) and inverse Fast Fourier Transform. F(h) denotes
the complex conjugate of F(h). � is the element-wise (or
Hadamard) product. Next, we define circular convolution as
follows:

[h ∗ s]k =

d−1∑

i=0

hi s(k−i) mod d (4)



where ∗ : R
d × R

d → R
d denotes the circular convolu-

tion operator. Similar to circular correlation, circular convo-
lution can be computed efficiently via F−1(F(h) � F(a)).
Note the absence of the conjugate operator. In our model,
either circular correlation or convolution may be employed.
In our experimental evaluation, we evaluate both variants of
our model. However, note that the key difference between
these two operators are the commutative property, i.e., corre-
lation is non-commutative while convolution is not. Overall,
the outputs of the association layer are defined as follows:

M = [[h1 ◦ s], [h2 ◦ s], [h3 ◦ s]...[hL ◦ s]] (5)

where ◦ is the associative memory operator adopted, hi ∈
R

d are the outputs from the LSTM layer and s is the aspect
embedding. As such, the dimension of the output associa-
tion layer is identical to the inputs of the association layer.
Note that the association layer is essentially parameterless
and does not increase the parameters of the network.

Normalization Layer Before learning association of hi

and s, we also include an optional normalization layer.
Specifically, we normalize1 |hi| and |s| to ≤ 1. Alterna-
tively, we could also consider a batch normalization layer
(Ioffe and Szegedy 2015) which we found to improve the
performance on certain datasets. Overall, we consider the
presence of this normalization layer as a hyperparameter to
be tuned.

Learning Attentive Representations Next, the composi-
tion of each hidden state ht and the aspect vector s via asso-
ciative operators are used for learning attentions.

Y = tanh(Wy M)

a = softmax(wT Y)

r = H aT

where Wy ∈ R
d×d and w ∈ R

d are the parameters of the
attention layer. H ∈ R

L×d is a matrix of the LSTM output,
L is the sequence length and d is the dimensionality of the
LSTM. a ∈ R

L is the attention vector. The attention vector
contains a probabilistic weighting of all the hidden represen-
tations from the LSTM layer and produces a final weighted
representation r ∈ R

d. Following (Wang et al. 2016), we
may also add a projection2 layer that combines the attentive
representation with the last hidden state. The final represen-
tation is described as follows:

r = tanh(Wp r +Wx hL) (6)

where Wp ∈ R
d×d and Wx ∈ R

d×d are the parameters of
this layer.

1This is mentioned as a requirement in (Plate 1992; 1995) but
we found this condition is relatively unimportant for our model. An
intuitive explanation might be due to the fact that we have already
clipped the norm of the gradients to ≤ 1.

2In practice, we found that this layer does not seem to influence
the performance much. However, it does not degrade the perfor-
mance at the very least.

Final Softmax Layer

The weighted representation r of the sentence is then passed
into the final layer which converts the weighted representa-
tion r into a probability distribution. This layer also consists
of a linear transformation layer and then a softmax function.
The final layer can be defined as follows:

x = Wf . r + bf

p(y = k|x) = ex
T θk

∑K
k=1 e

xT θk

where θk is the weight vector of the kth class. Wf and bf
are the parameters of the final layer.

Optimization and Training

For optimization, we adopt the cross entropy loss function.

L = −
N∑

i=1

[yi log oi + (1− yi) log(1− oi)] +R (7)

where o is the output of the softmax layer and R = λ‖ψ‖22.
ψ contains all the parameters of the network and λ‖ψ‖22 is
the L2 regularization.

Discussion and Analysis

In this section, we provide some intuitions and key advan-
tages behind the usage of associative memory operators in
our word-aspect fusion attention mechanism.

Connections to Holographic Memory Models

Our model is highly related to associative memory models
and holographic reduced representations (Plate 1995) that
adopt a series of convolutions and correlations to store and
retrieve item pairs. In these models, an encoding operation
(e.g., circular convolution) is used to store the association of
two vectors:

m = h ∗ s (8)
and subsequently a decoding operation is used to retrieve s
via:

s′ ≈ h � m = s ∗ (h � h) (9)
where h�h ≈ δ is the identity element of convolution. Given
the noisy vector, s′, we are able to perform clean up which
returns the most similar item in the stored memory m:

s = argmax
si

sᵀi (h ∗m)

In our proposed word-aspect fusion attention mechanism,
recall that we are learning attentions by using the memory
trace m which is formed from composing the aspect embed-
ding with the context, i.e., LSTM outputs hi. In this case,
either the circular convolution or circular correlation may
be used as the encoding operation. Consider the case where
circular convolution is used as the encoding operation, the
gradients of the aspects at the attention layer are as follows:

∂E

∂si
=

∑

k

∂E

∂aj
h(k−j mod d)
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where a is the attention vector and
∑

k
∂E
∂aj

h(k−j mod d)

is essentially the circular correlation operation (Plate 1992;
1995). As such, when circular convolution is used as the as-
sociative memory operator, its inverse (circular correlation)
represents the decoding operation. This works vice versa
as well, i.e., if circular correlation is the encoding opera-
tion, then circular convolution will become the decoding
operation. For an explanation to why circular convolution
decodes circular correlation, we refer interested readers to
(Plate 1995) for an extensive technical overview.

Finally, considering the context of an end-to-end neural
architecture, the forward operation is the encoding opera-
tion and the parameters of the attention layer are updated via
the decoding operation which simulates storage and retrieval
in holographic convolution-correlation memories, i.e., the
process of encoding and decoding is reflected in the for-
ward propagation and back propagation of the network. In-
tuitively, during the forward propagation (test time), this can
be interpreted as trying to retrieve the context word hi that
is closest to the aspect embedding s which forms the crux of
our word-aspect fusion attention layer.

Capturing Second Order Interactions Additionally, we
observe several advantages of our model over (Wang et al.
2016). First, our model enables richer representational learn-
ing between context words and aspect. Associative memory
operators are also known to be compressed tensor products
which learn rich relationships between two vectors (Nickel,
Rosasco, and Poggio 2016). Figure 1 (top right) shows the
visual interpretation of circular convolution and correlation
with case d = 3. Compression over a tensor product is
shown by matching colours. For example, the summation
of all purple blocks in circular convolution forms the first
element of the composed vector m.

On efficiency Unlike a simple concatenation employed in
(Wang et al. 2016), our model does not increase the param-
eters of the network and our association layer is actually
parameterless. Each operation in the association layer can
be computed efficiently with O(n log n) which eliminates
concerns about scalability. This also does not increase the
burden of the LSTM layer or attention layer to learn the re-
lationships between aspects and words.

Separation of Goals Overall, our model allows a clear
separation of goals, i.e., the associations between aspect and
words are first learned independently and not coupled with
other layers (e.g., LSTM and attention layers) which have
their own primary objective such as learning semantic com-
positionality.

Experimental Evaluation

In this section, we introduce our empirical evaluation and
comparisons. We introduce the datasets used, experimental
protocol and finally the experimental results. We conduct on
two tasks, namely aspect term classification and aspect cat-
egory classification. The main difference is that term can be
more than one word that is found within the sentence itself.
On the other hand, category refers to generic labels such as
‘service’ or ‘food’ which may or may not be found in the

Task Dataset # All # Pos # Neg # Neu

T Laptops Train 1813 767 673 373
T Laptops Dev 499 220 192 87
T Laptops Test 638 341 128 169

T Restaurants Train 3102 685 1886 531
T Restaurants Dev 500 278 120 102
T Restaurants Test 1120 728 196 196

C Restaurants Train 3018 1855 733 430
C Restaurants Dev 500 324 106 70
C Restaurants Test 973 657 222 94

C SE 14+15 Train 3587 1069 2310 208
C SE 14+15 Dev 1011 455 496 60
C SE 14+15 Test 427 274 134 19

Table 1: Dataset statistics of all datasets. T denotes the term
classification task and C denotes the category classification
task.

sentence. Since we treat aspect embeddings to be the sum
of all words (a single vector), the experiments can be con-
ducted in the same fashion irregardless of the nature of term
or category.

Datasets

For our experimental evaluation, we adopt several subsets
from the popular SemEval 2014 (Pontiki et al. 2014) task
4 and SemEval 2015 task 12 which are widely adopted
benchmarks in many works (Tang, Qin, and Liu 2016;
Wang et al. 2016). We evaluate on two datasets per task
which are reported in Table 1. For term classification (T),
we use the Laptops and Restaurants datasets from SemEval
2014. For category classification (C), we use the Restaurants
dataset from SemEval 2014 and a combined dataset from
both SemEval2014 and SemEval2015. The split is obtained
from (Li, Guo, and Mei 2017) and is denoted as SemEval
14+15 in our experiments.

Evaluation Protocol Apart from aspect term classifica-
tion and aspect category classification, we conduct our ex-
periments on two settings, namely three-way classification
and binary classification (positive and negative). The metric
reported is simply the accuracy score following (Wang et al.
2016). Since there is no official development set for the Se-
mEval 2014 task 4, we construct a development3 set from
the training set. Specifically, we take 500 training instances
as our development set for tuning model hyperparameters.
Unfortunately, many published works (Wang et al. 2016;
Tang, Qin, and Liu 2016) do not mention the usage of a de-
velopment set in their evaluation procedure. The usage of a
fixed development set in our experiments (for all models) is
motivated by the fluctuating performance on the test set per
iteration. It is also best practice in evaluating models which
is unfortunate that most prior works do not adopt. As such,
we encourage future research to use the datasets with devel-

3Our splits can be found at https://github.com/vanzytay/ABSA
DevSplits.
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Term Classification Category Classification

Laptops Restaurants Restaurants SemEval 14+15

Model Aspect 3-way Binary 3-way Binary 3-way Binary 3-way Binary Avg

Majority No 53.45 72.71 65.00 78.79 67.52 74.40 64.16 75.12 68.89
NBOW No 58.62 73.34 67.49 82.47 70.81 78.61 70.92 77.18 72.43
LSTM No 61.75 78.25 67.94 82.03 73.38 79.97 75.96 79.92 74.90

TD-LSTM Yes 62.38 79.31 69.73 84.41 79.97 75.96 79.92 74.90 75.63
AT-LSTM Yes 65.83 78.25 74.37 84.74 77.90 84.87 76.16 81.28 77.93

ATAE-LSTM Yes 60.34 74.20 70.71 84.52 77.80 83.85 74.08 78.96 75.56

AF-LSTM (MUL) Yes 66.14 83.37 75.35 86.47 79.96 81.71 77.44 80.44 78.86
AF-LSTM (CORR) Yes 64.89 79.96 74.76 86.91 80.47 86.58 74.68 81.60 78.73
AF-LSTM (CONV) Yes 68.81 83.58 75.44 87.78 81.29 87.26 78.44 81.49 80.51

Table 2: Comparisons of all deep learning architectures on all datasets. Avg column reports macro-averaged results across all
datasets. Best performance is in bold face. Our proposed AF-LSTM (CONV) achieves state-of-the-art performance across all
four datasets and settings.

opment splits. Additionally, we also reimplement all models
on the same environment in the spirit of fair comparison.

Compared Models

In this section, we discuss the compared models.

Our Models There are two variations to AF-LSTM,
namely AF-LSTM (CCOR) and AF-LSTM (CONV), de-
pending on the choice of encoding operation. CCOR and
CONV denotes the circular correlation and convolution op-
erations respectively. Additionally, we include a new base-
line AF-LSTM (MUL) which swaps the encoding and de-
coding operator with the Hadamard product (elementwise
multiplication). This is mainly to observe the effect of our
holographic-inspired attentions.

Baselines Additionally, we include other neural baseline
models which are used for comparison. The baselines are
listed as follows:

• Neural Bag-of-Words (NBOW) is simply the sum of all
word embeddings in the context.

• LSTM (Long Short-Term Memory) is a widely adopted
neural baseline for many NLP tasks. In this model, aspect
information is not used.

• TD-LSTM (Target-Dependent LSTM) considers the as-
pect by adopting two LSTMs towards the aspect target
and passing both outputs through a linear transformation
layer. Note that TD-LSTM reverts to the baseline LSTM
for category classification tasks.

• AT-LSTM (Attention LSTM) (Wang et al. 2016) adopts
the attention mechanism in LSTM to produce a weighted
representation of a sentence. The aspect embedding is
added via linear projection and then concatenation at the
attention layer.

• ATAE-LSTM (Attention LSTM with Aspect Embed-
ding) (Wang et al. 2016) can be considered as an exten-
sion of AT-LSTM. In this model, the aspect embedding is

concatenated with the input before passing into the LSTM
layer.

It is good to note that, many of these models, such as the
vanilla LSTM and AT-LSTM, serve as good baselines for
ablation studies. Additionally, we include a simple Majority
baseline that predicts the majority class. For example, if pos-
itive instances are the majority class in the training set, the
Majority baseline will classify all test instances as positive.

Implementation Details

We implemented all models in TensorFlow. All models are
optimized using the Adam optimizer (Kingma and Ba 2014)
with a learning rate of 10−3. The regularization factor λ is
set to 4 × 10−6 and the batch size tuned amongst {25, 50}.
We apply a dropout of p = 0.5 after the LSTM (or represen-
tation) layer. All models are initialized with 300 dimension
Glove Embeddings (840B tokens) (Pennington, Socher, and
Manning 2014). All models are trained for 50 epochs and the
result reported is the test score of the model that performed
the best on the development set. We also employ early stop-
ping, i.e., we stop training when performance on the devel-
opment set does not improve after 10 epochs. As for pre-
processing, we lowercased, filtered non-alphanumeric char-
acters and applied NLTK’s word tokenizer. All models are
evaluated on a single NVIDIA GTX1060 GPU on a Linux
machine.

Experimental Results

Table 2 shows our experimental results on ABSA. Firstly, we
observe that our proposed AF-LSTM (CONV) outperforms
all other neural architectures. In fact, AF-LSTM (CONV)
outperforms4 ATAE-LSTM by 3% − 8% on 3-way classifi-
cation and about 2%− 3% on binary classification. The per-

4We carefully reimplemented ATAE-LSTM and AT-LSTM but
we could not reproduce the good results of (Wang et al. 2016).
Results also differ because of the introduction of a development
set.
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Model Aspect Text Correct

AT-LSTM (w/o aspect) Appetizer The appetizers are okay but the service is slow. �
AT-LSTM (Wang et al.) Appetizer The appetizers are okay but the service is slow. �
ATAE-LSTM (Wang et al.) Appetizer The appetizers are okay but the service is slow. �
AF-LSTM (CONV) Appetizer The appetizers are okay but the service is slow. �

AT-LSTM (w/o aspect) Service The appetizers are okay but the service is slow. �
AT-LSTM (Wang et al.) Service The appetizers are okay but the service is slow. �
ATAE-LSTM (Wang et al.) Service The appetizers are okay but the service is slow. �
AF-LSTM (CONV) Service The appetizers are okay but the service is slow. �

Table 3: Example case study: inspecting attentions on a particularly difficult contrasting polarity test example on the Restaurants
dataset. The intensity of the (red) color denotes the strength of the attention weights.

formance of all AF-LSTM models is generally much higher
than ATAE-LSTM. Additionally, we observe that ATAE-
LSTM is outperformed by AT-LSTM across all settings.
This shows that concatenation of aspect and word before the
LSTM layer may significantly degrade performance. More-
over, we found that the performance of ATAE-LSTM may
not outperform a baseline LSTM on certain datasets (Lap-
tops). The overall performance of ATAE-LSTM is approxi-
mately the same as the baseline LSTM.

Based on the empirical results of AT-LSTM, the concate-
nation of aspect and word at the attention layer is sound and
shows reasonable improvements over the baseline LSTM.
However, a simple Hadamard product (MUL) of word and
aspect embedding already outperforms the AT-LSTM. AF-
LSTM (MUL) outperforms AT-LSTM marginally (≈ 1%)
but significantly outperforms ATAE-LSTM (≈ 3%). Finally,
AF-LSTM (CONV) shows improvement over the Hadamard
product, i.e., the AF-LSTM (MUL) baseline. On the other
hand, the performance of AF-LSTM (CCOR) is similar to
that of AF-LSTM (MUL). As such, we also observe that cir-
cular convolution is a significantly more effective associa-
tive operator as compared to circular correlation. We believe
that this might be due to the circular correlation being an
asymmetric operator. Words can appear in either aspect or
context. Therefore, an explicit modeling of asymmetry may
degrade the performance. Overall, the best performance is
achieved by word-aspect fusion exploiting circular convolu-
tion (CONV).

Memory / Parameter Size Analysis

Finally, the parameter size of AF-LSTM is ≈ 810K while
AT-LSTM and ATAE-LSTM are ≈ 1.1M and ≈ 1.4M re-
spectively. Note that all variants of AF-LSTM has the same
parameter size. The baseline LSTM has ≈ 720K parame-
ters. As such, our proposed AF-LSTM has a smaller param-
eter size while outperforming AT-LSTM and ATAE-LSTM.

Qualitative Analysis

We selected a double-polarity example from the Restaurants
dataset and visualize the reaction of attention weights with
respect to the aspect embedding. We extract the attention
vector for AF-LSTM, AT-LSTM and ATAE-LSTM. Addi-
tionally, we include a variation of AT-LSTM (w/o aspect)

by removing the aspect embedding in order to clearly ob-
serve the effect of aspect-aware attentions. The hyperparam-
eter settings remain identical.

Table 3 shows the visualized attention weights of the fol-
lowing contexts with respect to a particular aspect. In the
first example where the aspect is the Appetizer, we see
that the attention of AT-LSTM (w/o aspect), AT-LSTM and
ATAE-LSTM are focusing at the wrong words, i.e., the fo-
cused words ‘okay‘ and ‘slow’ are almost equal. On the
other hand, AF-LSTM is able to focus on the correct words
- ‘appetizers are okay’ and completely ignore ‘slow’. We
believe that this is due to associations learned between the
words ‘appetizers’ and ‘slow’ (appetizers cannot be slow).

In the second example, the aspect is swapped to Service.
This time we see all models that have the aspect information
focusing on the right words. AT-LSTM (w/o aspect) is ran-
domly guessing whether to focus on ‘okay’ or ‘slow’ since it
does not have any aspect information. Overall, we note that
AT-LSTM and ATAE-LSTM of (Wang et al. 2016) are able
to focus on the right words for the aspect of Service. How-
ever, both AT-LSTM and ATAE-LSTM are unable to focus
on the right words for both aspects (Service and Appetizer)
which is a weakness of the approach, i.e., the concatena-
tion operator makes it difficult to model relationships be-
tween aspect and context words. Our approach, however, ef-
fectively and correctly switches the focus words when given
a different aspect.

Conclusion

We proposed a novel method for incorporating aspect infor-
mation for learning attentions. We introduce a novel word-
aspect fusion attention layer to first learn associative re-
lationships between aspect and context words for learning
attentive representations. We show that learning attentions
from associative memory traces of word and aspects are ef-
fective. Overall, circular convolution remains highly effec-
tive for aspect-word fusion. On the other hand, simple ele-
mentwise multiplications remains a strong baseline, outper-
forming simple concatenation models such as AT-LSTM and
ATAE-LSTM. Our model shows an significant improvement
in performance compared to multiple strong neural base-
lines.
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T.; and Blunsom, P. 2015. Reasoning about entailment with
neural attention. arXiv preprint arXiv:1509.06664.
Sukhbaatar, S.; Szlam, A.; Weston, J.; and Fergus, R. 2015.
End-to-end memory networks. In Advances in Neural Infor-
mation Processing Systems 28: Annual Conference on Neu-
ral Information Processing Systems 2015, December 7-12,
2015, Montreal, Quebec, Canada, 2440–2448.
Tai, K. S.; Socher, R.; and Manning, C. D. 2015. Improved
semantic representations from tree-structured long short-
term memory networks. arXiv preprint arXiv:1503.00075.
Tang, D.; Qin, B.; Feng, X.; and Liu, T. 2016. Effective
lstms for target-dependent sentiment classification. In COL-
ING 2016, 26th International Conference on Computational
Linguistics, Proceedings of the Conference: Technical Pa-
pers, December 11-16, 2016, Osaka, Japan, 3298–3307.
Tang, D.; Qin, B.; and Liu, T. 2016. Aspect level sentiment
classification with deep memory network. In Proceedings
of the 2016 Conference on Empirical Methods in Natural
Language Processing, EMNLP 2016, Austin, Texas, USA,
November 1-4, 2016, 214–224.
Tay, Y.; Phan, M. C.; Luu, A. T.; and Hui, S. C. 2017.
Learning to rank question answer pairs with holographic
dual LSTM architecture. In Proceedings of the 40th Inter-
national ACM SIGIR Conference on Research and Develop-
ment in Information Retrieval, Shinjuku, Tokyo, Japan, Au-
gust 7-11, 2017, 695–704.
Tay, Y.; Tuan, L. A.; and Hui, S. C. 2017. Dyadic memory
networks for aspect-based sentiment analysis. In Proceed-
ings of the 2017 ACM on Conference on Information and
Knowledge Management, CIKM 2017, Singapore, Novem-
ber 06 - 10, 2017, 107–116.
Wang, Y.; Huang, M.; Zhu, X.; and Zhao, L. 2016.
Attention-based LSTM for aspect-level sentiment classifi-
cation. In Proceedings of the 2016 Conference on Empirical
Methods in Natural Language Processing, EMNLP 2016,
Austin, Texas, USA, November 1-4, 2016, 606–615.

5963


