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Abstract

In this paper, we aim at tackling the problem of dynamic user
profiling in the context of streams of short texts. Profiling
users’ expertise in such context is more challenging than in
the case of long documents in static collection as it is difficult
to track users’ dynamic expertise in streaming sparse data. To
obtain better profiling performance, we propose a streaming
profiling algorithm (SPA). SPA first utilizes the proposed user
expertise tracking topic model (UET) to track the changes
of users’ dynamic expertise and then utilizes the proposed
streaming keyword diversification algorithm (SKDA) to pro-
duce top-k diversified keywords for profiling users’ dynamic
expertise at a specific point in time. Experimental results val-
idate the effectiveness of the proposed algorithms.

Introduction

Microblogging platforms such as Twitter provide a light-
weight, easy form of communication that enables users to
broadcast and share information about their recent activi-
ties, opinions and status via short texts (Kwak et al. 2010).
To effectively capture how users’ expertise underlying their
posts evolves over time is critical to the success of further
design of applications such as identifying a list of users who
are knowledgeable about a given topic (Balog et al. 2012).
In this paper, we study the problem of identifying the skills
and knowledge of a user and tracking how they change over
time in the context of streams of short texts. Our goal is to
infer users’ topic distributions over time and dynamically
profile their expertise with a set of keywords in the context
of streams of short texts.

After the launch of expert finding task at TREC 2005 en-
terprise track (Craswell, de Vries, and Soboroff 2005), the
study of user profiling, also called expert profiling, has gen-
erated a lot of interests in expertise retrieval. Most previous
work on user profiling uses collection of static, long docu-
ments, and hence makes the assumption that users’ exper-
tise does not change over time. The task of temporal exper-
tise profiling was first introduced recently in (Rybak, Ba-
log, and Nørvåg 2014), where users’ expertise is assumed
to be changed over time, and was further studied in (Fang
and Godavarthy 2014). However, both of these recent work
still work with a set of long documents. To identify and track
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users’ expertise for user profiling in the context of short text
streams is more challenging than in the context of long doc-
ument streams, as documents are short and thus sparse in-
formation for inferring users’ expertise distributions.

To tackle the problem of dynamic user profiling for
streams of short texts, we propose a Streaming Profiling
Algorithm, abbreviated as SPA. SPA algorithm first utilizes
our proposed User Expertise Tracking topic model (UET) to
track the changes of users’ dynamic expertise. It then utilizes
our proposed Streaming Keyword Diversification Algorithm
(SKDA) to produce top-k diversified keywords as the pro-
files of users’ expertise at a specific point in time.

Our proposed UET is able to capture the evolution of la-
tent topics for users in streams of short texts. Most previous
topic models make the assumption that the content of docu-
ments is rich enough to infer per-document multinomial dis-
tribution of topics. This assumption is not held in the context
of streams of short documents where the length of each doc-
ument is no more than a predefined number, e.g., 140 char-
acters in Twitter platform. In our UET model, to effectively
tackle sparsity challenge and infer each user’s latent topic
distribution as their expertise at a specific point in time, we
propose a collapsed Gibbs sampling algorithm where we as-
sign a single topic to all the words of a short document.

In addition, most previous work on user profiling just
simply retrieves a list of top-k keywords as their profiles
that may be semantically similar to each other and thus
redundant. However, users’ expertise may be broad and
the top-k keywords retrieved by the models should be di-
versified and cover as many aspects of their expertise as
possible. To achieve this goal, our proposed SKDA algo-
rithm, a streaming version of the PM-2 diversification al-
gorithm (Proportionality-based diversification Method–2nd
version (Dang and Croft 2012)), works with the output of
UET to diversify and return top-k keywords as users’ pro-
files at time t.

The contributions of the paper are fourfold: (i) We pro-
pose a user expertise tracking topic model, UET, that can
track the changes of users’ expertise distributions over time
in the context of streams of short texts. (ii) We propose a col-
lapsed Gibbs sampling algorithm to effectively infer users’
dynamic expertise distributions in the context of streams of
short texts. (iii) We propose a streaming keyword diversi-
fication algorithm, SKDA, to diversify the top-k keywords
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for users’ profiling. (iv) We systematically analyze the pro-
posed streaming profiling algorithm, SPA, that consists of
UET and SKDA, and find that we achieve better perfor-
mance compared to the state-of-the-art non-streaming and
streaming user profiling models.

Related Work

Two lines of work are related to ours, user profiling and topic
models.

User Profiling. User profiling, also called expert profiling,
has been gaining attention after the launch of expert finding
task at TREC 2005 enterprise track (Craswell, de Vries, and
Soboroff 2005). Balog and de Rijke (2007) worked with a
static long document corpus and modeled the profile of an
expert as a vector, where each element of the vector cor-
responds the person’s skills on the given knowledge area.
Later, Balog et al. (Balog et al. 2007) proposed a genera-
tive language modeling algorithm for the task and the ex-
periments were conducted on, again, static long document
corpora. (Berendsen et al. 2013) provided a critical assess-
ment and analysis for the evaluation of user profiling sys-
tems with static long documents. Recent work was aware
of the importance of temporal user profiling. Temporal ex-
pertise profiling for long documents was first introduced
in (Rybak, Balog, and Nørvåg 2014), where topical areas
were organized in a predefined taxonomy and expertise was
represented as a weighted unchanged tree built directly by
the ACM computing classification system. A probabilistic
model was proposed in (Fang and Godavarthy 2014), where
experts’ academic publications were used to investigate and
predict how personal expertise evolves over time. To the best
of our knowledge, none of existing user profiling algorithms
works with streams of short documents and diversifies the
keywords for profiling.

Topic Models. Topic models provide a suite of algorithms
to discover hidden thematic structure in a collection of docu-
ments. A topic model takes a set of documents as input, and
discovers a set of “latent topics”—recurring themes that are
discussed in the collection—and the degree to which each
document exhibits those topics (Blei, Ng, and Jordan 2003).
Since the well-known topic models, PLSI (Probabilistic La-
tent Semantic Indexing) (Hofmann 1999) and LDA (Latent
Dirichlet Allocation) (Blei, Ng, and Jordan 2003), were pro-
posed, topic models with dynamics have been widely stud-
ied. These include the Dynamic Topic Model (DTM) (Blei
and Lafferty 2006), Dynamic Mixture Model (DMM) (Wei,
Sun, and Wang 2007), Topic over Time (ToT) (Wang and
McCallum 2006), Topic Tracking Model (TTM) (Iwata et al.
2009). Most of these previous dynamic topic models worked
in the context of long text streams. Recent work realized the
importance of dynamically modeling topics of short docu-
ments in streams, which includes Dynamic Clustering Topic
model (DCT) (Liang, Yilmaz, and Kanoulas 2016), dynamic
User Clustering Topic model (UCT) (Liang et al. 2017b;
Zhao et al. 2016), Dynamic Dirichlet Multinomial Mixture
topic Model (D2M3) (Liang et al. 2017c), and User Col-
laborative Interest Tracking topic model (UCIT) (Liang et

Algorithm 1: Overview of the proposed SPA algorithm.
Input : A set of users ut along with their tweets Dt.
Output: Profiling results of users at time t, Wt.

1 Use UET model to track each user’s expertise as θt,u,
which is inferred by the proposed Gibbs algorithm.

2 Use SKDA algorithm to retrieve top-k diversified
keywords for each user’s dynamic profile based on his
topic distribution at time t generated from UET.

al. 2017a). However, these models aimed at different appli-
cations rather than user profiling, and how to employ them
into user profiling is still unknown. To our knowledge, none
of existing dynamic topic models has considered the prob-
lem of user profiling in the context of streams of short texts.

Problem Formulation
The problem we address is to track users’ dynamic exper-
tise and identify top-k keywords for their profiles over time
in the context of streams of short texts. The dynamic user
profiling algorithm is essentially a function h that satisfies:

Dt,ut
h−→ Wt,

where Dt = {. . . ,dt−2,dt−1,dt} represents the stream of
short documents generated by the users ut up to time t with
dt being the most recent set of short documents arriving at
time period t, ut = {u1, u2, . . . , u|ut|} represents a set of
users appearing in the stream up to time t, with ui being
the i-th user in ut and |ut| being the total number of users
in the user set, and Wt = {wt,u1

,wt,u2
, . . . ,wut,|ut|} rep-

resents all users’ profiling results at time t with wt,ui
=

{wt,ui,1, wt,ui,2, . . . , wt,ui,k} being the expertise profiling
result, i.e., the top-k diversified keywords, for user ui at time
t. We assume that the length of a document d in Dt is no
more than a predefined small length (for instance, 140 char-
acters in the case of Twitter).

Method
In this section, we detail our proposed Streaming Profiling
Algorithm (SPA) for the dynamic user profiling task.

Overview

We provide an overview of our proposed SPA in Algorithm 1
that consists of our proposed User Expertise Tracking
topic model (UET) and the proposed Streaming Keyword
Diversification Algorithm (SKDA), where we use Twitter as
our default setting of streams of short texts. We represent
each user’s expertise by topics. Thus, the expertise of each
user u ∈ ut at time period t is represented as a multinomial
distribution θt,u = {θt,u,z}Zz=1, where Z is the total number
of topics. Our proposed UET tracking topic model captures
each user’s dynamic expertise θt,u, which is inferred by our
proposed collapsed Gibbs sampling algorithm (step 1 of Al-
gorithm 1). Then, our proposed SKDA diversification algo-
rithm identifies top-k keywords for profiling users’ expertise
at time t (step 2 of Algorithm 1). In the following, we detail
the UET, the Gibbs sampling, and the SKDA algorithms, re-
spectively.
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Figure 1: Graphical representation of our UET model.
Shaded nodes represent observed variables, whereas other
nodes represent random variables.

User Expertise Tracking Topic Model

Modeling Expertise over Time. Our proposed UET topic
model aims at inferring the dynamic topic distribution, i.e.,
expertise, of each user, θt,u = {θt,u,z}Zz=1, in stream of
short documents at a given time period t. The graphical rep-
resentation of our UET model is shown in Fig. 1.

To track the dynamics of a user u’s expertise, we make the
assumption that the mean of his current expertise at t is the
same as that at the previous time period t − 1, unless oth-
erwise newly arrived documents at the current time period
are observed. Specifically, we follow the work of previous
dynamic topic models (Gao et al. 2017; Wei, Sun, and Wang
2007; Iwata et al. 2009; 2010), and use the following Dirich-
let prior with a set of precision αt = {αt,z}Zz=1, where we
let the mean of the current distribution θt,u depend on the
mean of the previous distribution θt−1,u:

P (θt,u|θt−1,u,αt) ∝
Z∏

z=1

θ
αt,u,zθt−1,u,z−1
t,u,z , (1)

where the precision value αt,z = {αt,u,z}|ut|
u=1 represents

users’ topic persistency, which is how saliency topic z is at
time t compared to that at t−1 for the users. As the distribu-
tion is a conjugate prior of the multinomial distribution, the
inference can be performed by Gibbs sampling (Liu 1994).

Similarly, to model the dynamic changes of the multino-
mial distribution of words specific to topic z, we assume a
Dirichlet prior, in which the mean of the current distribution
φt,z = {φt,z,v}Vv=1 evolves from the mean of the previous
distribution φt−1,z:

P (φt,z|φt−1,z,βt) ∝
V∏

v=1

φ
βt,z,vφt−1,z,v−1
t,z,v , (2)

where V is the total number of words in a vocabulary v =
{vi}Vi=1 and βt = {βt,v}Vv=1, with βt,v = {βt,z,v}Zz=1 be-
ing the persistency of the word v in all topics at t, a measure
of how consistently the word belongs to the topics at time
period t compared to that at the previous time period t − 1.
Later in this section, we propose a collapsed Gibbs sampling
algorithm to infer all users’ dynamic expertise distributions
Θt = {θt,u}|ut|

u=1 and the words’ dynamic topic distributions
Φt = {φt,z}Zz=1, and describe the update rules of the per-
sistency values αt and βt.

Assuming that we know all users’ topic distribution at pe-
riod t−1, Θt−1, and the words’ topic distribution, Φt−1, the
proposed user expertise tracking model is a generative topic
model that depends on Θt−1 and Φt−1. For initialization,
i.e., t = 0, we let θ0,u,z = 1/Z and φ0,z,v = 1/V . Let dt,u

(dt,u ∈ dt) be the set of documents posted by user u at time
period t. The generative process (used by the Gibbs sampler
for parameter estimation) of our model at t, is the following:

i. Draw Z multinomials φt,z , one for each topic z, from
Dirichlet distributions βt,zφt−1,z;

ii. Draw |ut| multinomials θt,u, one for each user u ∈ ut,
from Dirichlet distributions αt,uθt−1,u;

iii. For each document d ∈ dt,u, draw a single topic zd form
the multinomial distribution θt,u and for each word vd in
the short document d:

(a) Draw a word vd ∈ d from multinomial φt,zd ;

The graphical representation of our dynamic UET model is
shown in Fig. 1. Given the documents in streams are short,
and because most of the short documents are likely to talk
about one single topic only (Yin and Wang 2014), we let
all the words in the same document d be drawn from the
multinomial distribution associated with the same topic zd;
see Fig. 1 and the above generative process of the model.

Inferring Expertise Distributions. We propose a collapsed
Gibbs sampling algorithm developed from the basic col-
lapsed Gibbs sampler (Griffiths and Steyvers 2004) to ap-
proximately infer distribution parameters of our UET. As
shown in Fig. 1 and the generative process, we adopt a con-
jugate prior (Dirichlet) for the multinomial distributions, and
thus we can easily integrate out the uncertainty associated
with multinomials θt,u and φt,z . In this way, we enable sam-
pling since we do not need to sample these multinomials.

The overview of our proposed collapsed Gibbs sam-
pling algorithm is shown in Algorithm 2, where mt,u,z

and nt,z,v are the number of documents assigned to topic
z and the number of times word v assigned to topic
z for user u at t, respectively. In the Gibbs sampling
procedure we need to calculate the conditional distribu-
tion P (zt,u,d|zt,−(u,d),dt,Θt−1,Φt−1,ut,αt,βt) at time
t, where zt,−(u,d) represents the topic assignments for all the
documents in dt except the document d ∈ dt,u associated
with user u at t. For obtaining this conditional distribution,
we begin with the joint probability of the current document
set, P (dt, zt|Θt−1,Φt−1,ut,αt,βt) at time t:

P (dt, zt|Θt−1,Φt−1,ut,αt,βt) =
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Algorithm 2: Inference for our UET model at time t.
Input : Distributions Θt−1 and Φt−1 at t− 1; Initialized αt

and βt; Number of iterations Niter .
Output: Current distributions Θt and Φt.

1 Initialize topic assignments randomly for all documents in dt.
2 for iteration = 1 to Niter do
3 for user = 1 to |ut| do
4 for d = 1 to dt,u do
5 Draw zt,u,d from

P (zt,u,d|zt,−(u,d),dt,Θt−1,Φt−1,ut,αt,βt)6 Update mt,u,zt,u,d and nt,zt,u,d,v

7 Update αt and βt.

8 Compute the posterior estimates Θt and Φt.

Z∏
z=1

Γ(
∑V

v=1 βt,z,vφ)∏V
v=1 Γ(βt,z,vφ)

Z∏
z=1

∏V
v=1 Γ(nt,z,v + βt,z,vφ)

Γ(
∑V

v=1 nt,z,v + βt,z,vφ)
×

|ut|∏
u=1

Γ(
∑Z

z=1 αt,u,zθ)∏Z
z=1 Γ(αt,u,zθ)

|ut|∏
u=1

∏Z
z=1 Γ(mt,u,z + αt,u,zθ)

Γ(
∑Z

z=1 mt,u,z + αt,u,zθ)
, (3)

where we let θ and φ abbreviate for θt−1,u,z and φt−1,z,v ,
respectively, Γ(·) is a gamma function, and zt is the topic
assignments to all documents in dt. Based on the above
joint probability and using the chain rule, we can obtain the
following conditional probability conveniently for the pro-
posed Gibbs sampling (step 5 of Algorithm 2) as:

P (zt,u,d = z|zt,−(u,d),dt,Θt−1,Φt−1,ut,αt,βt) =

mt,u,z + αt,u,zθ − 1∑Z
z=1(mt,u,z + αt,u,zθ)− 1

×
∏

v∈d
∏Nd,v

j=1 (nt,z,v,−(u,d) + βt,z,vφ+ j − 1)∏Nd

i=1(nt,z,−(u,d) + i− 1 +
∑V

v=1 βt,z,vφ)
, (4)

where Nd, Nd,v , zt,−(u,d), nt,z,v,−(u,d) and nt,z,−(u,d) are
the length of document d, the number of word v appearing
in d, topic assignments for all documents except the docu-
ment d from user u at t, the number of word v assigned to
topic z in all documents except the one from user u at t, and
the number of documents assigned to z in all documents ex-
cept the one from user u at t, respectively. At each iteration
during the sampling, the precision parameters αt and βt can
be estimated by maximizing the joint distribution, i.e., (3).
We apply fixed-point iterations to obtain the optimal αt and
βt. By applying the two bounds in (Minka 2000), we can de-
rive the following update rules of αt and βt for maximizing
the joint distribution in our fixed-point iterations:

αt,u,z ← αt,u,z

(
Ψ(mt,u,z + αt,u,zθ)− Ψ(αt,u,zθ)

)

Ψ(
∑Z

z=1 mt,u,z + αt,u,zθ)− Ψ(
∑Z

z=1 αt,u,zθ)
,

βt,z,v ← βt,z,v

(
Ψ(nt,z,v + βt,z,vφ)− Ψ(βt,z,vφ)

)

Ψ(
∑V

v=1 nt,z,v + βt,z,vφ)− Ψ(
∑V

v=1 βt,z,vφ)
,

(5)

where Ψ(x) = ∂ log Γ (x)
x is a Digamma function.

Once the Gibbs sampling has been done, with the fact that
Dirichlet distribution is conjugate to multinomial distribu-
tion, we can conveniently infer each user’s expertise distri-
bution θt,u at t and the words’ topic distributions φt,z at t,

Algorithm 3: SKDA algorithm to generate top-k key-
words for dynamically profiling each user’s expertise.

Input : Current distributions Θt and Φt

Output: All users’ profiling results at time t, Wt

1 for u = 1, . . . , |ut| do
2 wt,u ← ∅ /* wt,u ∈ Wt */
3 ṽ ← v
4 for z = 1, . . . , Z do
5 ez|t,u ← P (z|t, u)
6 sz|t,u ← 0

7 for all positions in the rank list wt,u do
8 for z = 1, . . . , Z do

9 qt[z|t, u] = ez|t,u
2sz|t,u+1

10 z∗ ← argmaxz qt[z|t, u]
11 v∗ ← argmaxv∈ṽ λ1 × qt[z∗|t, u]×

P (v|t, z∗) + λ2

∑
z �=z∗ qt[z|t, u]× P (v|t, z) +

(1− λ1 − λ2)× tfidf(v|t, u)
12 wt,u ← wt,u ∪ {v∗} /* append v∗ to

wt,u */
13 ṽ ← ṽ\{v∗} /* remove v∗ from ṽ */
14 for z = 1, . . . , Z do

15 sz|t,u ← sz|t,u + P (v∗|t,u)∑Z
z′=1

P (v∗|t,z′)

respectively as:

θt,u,z =
mt,u,z + αt,u,z∑Z

z′=1 mt,u,z′ + αt,u,z′
,

φt,z,v =
nt,z,v + βt,z,v∑V

v′=1 nt,z,v′ + βt,z,v′
.

(6)

Streaming Keyword Diversification Algorithm

After we obtain each user’s expertise distribution and the
words’ topic distributions, inspired by the PM-2 diversifica-
tion algorithm (Dang and Croft 2012), we propose a stream-
ing keyword diversification algorithm, i,e., SKDA, for dy-
namically profiling each user’s expertise at time t (step 2 of
Algorithm 1); see Algorithm 3.

To generate top-k diversified keywords for each user u
at t, SKDA starts with an empty keyword set wt,u with k
empty seats (step 2 of Algorithm 3), and a set of candidate
keywords (step 3), ṽ, which is the whole words v in the
vocabulary, i.e., initially let ṽ = v. For each of the seats, it
computes the quotient qt[z|t, u] for each topic z given a user
u at time t by the Sainte-Laguë formula (step 9):

qt[z|t, u] = ez|t,u
2sz|t,u + 1

, (7)

where ez|t,u is the probability of the user u has expertise
on topic z at t and is set to be P (z|t, u) (step 5), and sz|t,u
is the “number” of seats occupied by topic z (in initializa-
tion, sz|t,u is set to 0 for all topics (step 6)). We obtain
P (z|t, u) by our proposed UET algorithm such that we have
P (z|t, u) = θt,u,z . According to the Sainte-Laguë method,
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seats should be awarded to the topic with the largest quotient
in order to best maintain the proportionality of the result list.
Therefore, our SKDA assigns the current seat to the topic z∗
with the largest quotient (step 10). The keyword to fill this
seat is the one that is not only relevant to topic z∗ but to
other topics and should be specific to the user, and thus we
propose to obtain the keyword v∗ for profiling as (step 11):

v∗ ← argmax
v∈ṽ

λ1 × qt[z∗|t, u]× P (v|t, z∗)+

λ2

∑
z �=z∗

qt[z|t, u]× P (v|t, z)+

(1− λ1 − λ2)× tfidf(v|t, u), (8)

where 0 ≤ λ1, λ2 ≤ 1 are two free parameters that satisfy
0 ≤ λ1+λ2 ≤ 1, P (v|t, z) is the probability that v is associ-
ated with topic z at time t and is set to be P (v|t, z) = φt,z,v ,
and tfidf(v|t, u) is a time-sensitive term frequency-inverse
document frequency function for user u at t. We define it as:

tfidf(v|t, u) = tf(v|dt,u)× idf(v|u,dt), (9)

where tf(v|dt,u) =
|{d∈dt,u:v∈d}|

|dt,u| is the term frequency
function that computes how many percents of the documents
that contain the word v in the whole document set dt,u,
and idf(v|u,dt) = log |dt|

|{d∈dt:v∈d}|+ε is the inverse docu-
ment frequency function with ε being set to 1 to avoid the
division-by-zero error. According to (9), if the word v fre-
quently appears in the document set dt,u generated by user
u but not frequently appears in the document set dt gener-
ated by all the users in ut, tfidf(v|t, u) will return a high
score. After the word v∗ is selected, SKDA adds v∗ as a re-
sult keyword to wt,u for profiling the user u at time t, i.e.,
wt,u ← wt,u ∪ {v∗} (step 12), removes it from the candi-
date word set ṽ, i.e., ṽ ← ṽ\{v∗} (step 13), and increases
the “number” of seats occupied by each of the topics z by its
normalized relevance to v∗ (step 15):

sz|t,u ← sz|t,u +
P (v∗|t, u)∑Z

z′=1 P (v∗|t, z′)
. (10)

The process (steps 7 to 15) repeats until we get k keywords
for wt,u. The order in which a keyword is appended to wt,u

determines its ranking for the profiling. After the process
is done, we obtain a set of diversified keywords wt,u that
profile the expertise of a user, θt,u, at time t.

Our SKDA differs from PM-2 diversification algo-
rithm (Dang and Croft 2012) in at least four aspects:
(i) SKDA aims at retrieving top-k diversified keywords;
whereas PM-2 aims at retrieving top-k diversified docu-
ments. (ii) SKDA is a time-sensitive algorithm–the results
change over time, and works for streams of short texts;
whereas PM-2 works with a static set of long documents.
(iii) SKDA proposed the tfidf scores for generating the key-
words; whereas no tfidf scores are applied for diversifying
documents in PM-2. (iv) The input of SKDA is the users’
expertise distributions and the words’ distributions over top-
ics; PM-2 considers the aspects of the input query being uni-
form. Details about PM-2 can be found in (Dang and Croft
2012). Obviously, we can not directly apply PM-2 for our
propose of dynamic user profiling in streams.

Experiments and Results

In this section, we describe our experimental setup, report
and analyze the results.

Experimental Setup

Research Questions. The research questions guiding the
remainder of the paper are : (RQ1) How does SPA per-
form for user profiling compared to state-of-the-art meth-
ods? (RQ2) How does the contribution of the proposed ex-
pertise tracking topic model UET to the overall performance
of SPA compared to the contribution of other topic models?
(RQ3) What is the impact of the length of the time intervals,
ti − ti−1, in SPA? (RQ4) How is the generalization perfor-
mance of UET compared to other topic models?

Dataset. In order to answer our research questions, we work
with a dataset collected from Twitter.1 The dataset contains
1,375 active users and their tweets that were posted from the
beginning of their registration up to May 31, 2015. In total,
we have 7.52 million tweets with each tweet having its own
timestamp. The average length of the tweets is 12 words.

We use this dataset as our stream of short texts. We
obtain two categories of ground truth: the Ground Truth
from Manual judgements, abbreviated as MGT, and the
Automatically generated one, abbreviated as AGT. To cre-
ate the MGT ground truth, each annotator (totally 20 anno-
tators) was asked to generate a rank list of 10 keywords for
one Twitter user (randomly chosen), respectively, after ex-
amining the content of the tweets at specific time periods,
resulting in 20 users’ profiles being labeled. We also pro-
pose a process to automatically obtain the ground truth for
all users, i.e., the AGT ground truth: for each user at a spe-
cific time period, we rank the hashtags by the number of
times they appear in the user’s posts and assume the top-k
hashtags as the keywords for his profile in the ground truth,
resulting in all the 1,375 Twitter users having their own key-
words as profiles in AGT at that time period. We transfer
the format of each hashtag in this way: simply remove the
first character ‘#’, convert any capital letters to lowercase
ones and keep the content as final hashtag, e.g., transferring
the original hashtag “#SocialMedia” to “socialmedia”. We
found that the maximum cosine similarity between the word
embeddings of the keywords in MGT and those in AGT is
as high as 0.82. In total, we obtain the MGT and the AGT
ground truths for 5 different partitions of time periods, i.e., a
week, a month, a quarter, half a year and a year, respectively.

Baselines. We make comparisons among our SPA, the base-
lines and the following state-of-the-art algorithms:
tfidf. It simply utilizes (9), i.e., the content of users’ docu-

ments to retrieve top-k keywords as profiles for the users.
Predictive Language Model (PLM). It models the dy-

namics of personal expertise via a probabilistic language
model (Fang and Godavarthy 2014).

Latent Dirichlet Allocation (LDA). This model (Blei, Ng,
and Jordan 2003) infers topic distributions specific to each
document via the LDA model.

1Crawled from https://dev.twitter.com/.
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Author Topic Model (AuthorT). This model (Rosen-Zvi
et al. 2004) infers topic distributions specific to each user
in a static dataset.

Dynamic Topic Model (DTM). This model (Blei and Laf-
ferty 2006) utilizes a Gaussian distribution for inferring
topic distribution of long documents in streams.

Topic over Time model (ToT). This model (Wang and
McCallum 2006) normalizes timestamps of long docu-
ments in a collection and then infers topics distribution
for each document.

Topic Tracking Model (TTM). This model (Iwata et al.
2009) captures the dynamic topic distributions of long
documents arriving at time t in streams based on the con-
tent of the documents and the previous estimated topic
distributions.

GSDMM. This is a Gibbs Sampling-based Dirichlet Multi-
nomial Mixture model that assigns one topic for each
short document in a static collection (Yin and Wang
2014).

The only difference between our SPA and the other exper-
tise profiling baseline topic models, LDA, AuthorT, DTM,
ToT, TTM and GSDMM, is that SPA utilizes our proposed
UET topic model while the baseline models utilize their own
topic models for obtaining users’ expertise distributions. The
baselines, tfidf, PLM and AuthorT, are static profiling algo-
rithms, while the others are dynamic. Other baselines such
as modified revisions of previous dynamic topic models, Au-
thorT, DTM, ToT and TTM etc., that apply the same infer-
ence strategy as that in our SPA, i.e., drawing one topic per
document during the sampling, would be possible. How-
ever, their inference and the parameters’ estimation in the
revisions would be totally different from those of the corre-
sponding original models. To keep focused, we keep the re-
search on applying the drawing strategy of one topic per text
into previous models as future work. For fair comparisons,
SPA and all the other topic models use our SKDA algorithm
to obtain the top-k keywords. We set the number of topics
Z = 50 in all the topic models. For tuning parameters λ1

and λ2 in (8), we use a 70%/20%/10% split for our training,
validation and test sets, respectively. In the training we vary
the parameters λ1 and λ2 from 0.0 to 1.0. The best parame-
ters are then chosen on the validation set, and evaluated on
the test set. The train/validation/test splits are permuted un-
til all users were chosen once for the test set. We repeat the
experiments 10 times and report the average results.

Evaluation Metrics. Standard evaluation metrics, Pre@k
(Precision at k), NDCG@k (Normalized Discounted Cumu-
lative Gain at k), MRR@k (Mean Reciprocal Rank at k),
and MAP@k (Mean Average precision at k), (Croft, Met-
zler, and Strohman 2015), are used for evaluation. We also
propose semantic versions of the standard metrics, denoted
as Pre-S@k, NDCG-S@k, MRR-S@k, and MAP-S@k, re-
spectively. Here the only difference between the standard
metrics and the corresponding semantic ones is the way to
obtain the relevance score of a retrieval keyword v∗ and the
keyword in the ground truth vgt. In standard metrics, we let
the relevance score be 1 if and only if v∗ = vgt, otherwise
be 0; whereas in the semantic versions, we let the relevance

score be the cosine similarity between the word embedding
vectors of v∗ and vgt, computed as cos(c(v∗), c(vgt)). Here
c(v) is the word embedding of v pre-trained on a Twitter
dataset (Mikolov et al. 2013), and the size of which is set
to 300.2 Since we usually choose not too many keywords to
describe a user’s profile, we compute the scores at depth 10,
i.e., let k = 10. For all the metrics we abbreviate M@k as
M , where M is one of the metrics. Additionally, we adopt
Perplexity to evaluate the generalization performance of the
models. This metric, used by convention in many topic mod-
els (Blei and Lafferty 2006), is monotonically decreasing the
likelihood of the test data, and is algebraically equivalent to
the inverse of the geometric mean per-word likelihood.

Results and Analysis

Overall Performance. To begin, we answer the research
question RQ1. Table 1 compares the performance of our
SPA to that of the baseline models against the two ground
truths, MGT and AGT, using time periods of a month on the
standard metrics, Pre, NDCG, MRR, MAP, and the semantic
versions, Pre-S, NDCG-S, MRR-S, MAP-S, respectively.

The following findings can be observed from Table 1: (i)
All the topic model-based profiling algorithms, i.e., SPA,
GSDMM, ToT, TTM, DTM, AuthorT and LDA, outperform
traditional algorithms, i.e., PLM and tfidf, which demon-
strates that topic modeling does help to profile users’ exper-
tise. (ii) SPA outperforms all the baseline models in terms
of the two ground truths and all the metrics, which confirms
its effectiveness for the expertise profiling task. (iii) The or-
dering of the models, SPA > GSDMM > ToT ∼ TTM ∼
DTM ∼ AuthorT ∼ LDA > PLM > tifdf, is mostly consis-
tent across the two ground truths and the evaluation metrics.
Here A > B denotes statistically significantly higher perfor-
mance and A ∼ B denotes that we did not observe a sig-
nificant difference between A and B. This, once again, con-
firms the fact that the proposed method SPA outperforms all
the baseline models. (iv) Both our SPA and GSDMM topic
models draw one single topic for each document during
the inference, whereas other baseline topic models, LDA,
AuthorT, DTM, TTM, ToT, draw multiple topics for each
document during the inference. According to Table 1, both
SPA and GSDMM outperform other baseline topic models,
which demonstrates the merit of our one topic per document
sampling strategy that aims at tackling sparsity problem in
streams of short texts for inference in our SPA model.

We further make the performance comparison with key-
words from the AGT ground truth and those generated by
SPA and the best baseline GSDMM for a randomly selected
user, respectively. Table 2 shows the top 6 keywords of an
example user’s dynamic profile with time being five quarters
from April 2014 to May 2015. As can be seen in the table,
the keywords generated by SPA are semantically closer to
those from the AGT ground truth compared to those gen-
erated by the baseline, GSDMM, which again demonstrates
the effectiveness of the proposed SPA algorithm.

2Embeddings of both regular words and all hashtags are pub-
licly available from https://nlp.stanford.edu/projects/glove/.
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Table 1: Performance of SPA and the baselines using a time
period of a month. Statistically significant differences be-
tween SPA and the best baseline, GSDMM, are marked in
the upper right hand corner of SPA’s scores, respectively.
The statistical significance is tested using a two-tailed paired
t-test and is denoted using � for α = .01, and � for α = .05.

Pre NDCG MRR MAP Prec-S NDCG-S MRR-S MAP-S

MGT tfidf .269 .235 .674 .149 .447 .431 .867 .221
PLM .290 .249 .674 .155 .451 .433 .875 .230
LDA .298 .264 .674 .160 .453 .443 .878 .237
AuthorT .304 .268 .674 .160 .457 .440 .898 .238
DTM .310 .282 .694 .171 .463 .452 .877 .245
TTM .316 .290 .735 .175 .465 .458 .877 .247
ToT .329 .299 .755 .177 .469 .459 .878 .248
GSDMM .339 .318 .755 .181 .474 .467 .878 .254
SPA .365� .350� .813� .199� .488� .481� .918� .262�

AGT tfidf .216 .212 .633 .100 .314 .292 .816 .157
PLM .228 .215 .653 .102 .331 .309 .857 .165
LDA .239 .222 .674 .102 .349 .316 .877 .169
AuthorT .247 .238 .674 .107 .357 .326 .895 .175
DTM .257 .240 .694 .108 .367 .334 .898 .178
TTM .262 .239 .710 .107 .374 .343 .897 .180
ToT .267 .241 .714 .108 .384 .350 .898 .183
GSDMM .275 .257 .724 .116 .394 .359 .925 .188
SPA .304� .282� .735� .125� .425� .385� .939� .206�

Contribution of UET. Next, we turn to answer research
question RQ2. Recall that the only difference between our
SPA and the baselines is that SPA utilizes our proposed UET
topic model to track users’ dynamic expertise and then the
SKDA for diversifying the keywords, whereas other topic
models utilize different topic models and then the SKDA
for keyword diversification. As can be seen in Table 1, SPA
outperforms all the other topic model-based baselines, i.e.,
GSDMM, ToT, TTM, DTM, AuthorT and LDA, which illus-
trates that the proposed topic model, UET, does be effective
and has significant contribution to the performance of the
streaming profiling algorithm.

Impact of Time Period Length. We now address research
question RQ3. To understand the influence on SPA and the
baselines of the length of the time period used for evaluation,
we compare the performance for different time periods using
AGT ground truth on standard metrics: a week, a month, a
quarter, half a year and a year in Fig. 2, respectively. For
the baselines, we take GSDMM and ToT as representatives
only and use the standard metrics only, as the performance
of other baselines is worse than that of GSDMM and ToT
and has similar pattern on the semantic metrics.

As is shown in Fig. 2, SPA beats the baselines for time pe-
riods of all lengths, which illustrates the fact that SPA works
better than the state-of-the-art algorithms for dynamic user
profiling regardless of period length in the context of streams
of short texts. The performance of SPA and the baselines
improves significantly on all the metrics when the period
length increases from a week to a month, whereas it reaches
a plateau as the time periods further increase. In all the cases
SPA significantly outperforms the baselines. These findings
illustrate that the performance of the proposed SPA is robust
and is able to maintain significant improvements over the
state-of-the-art algorithms.
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Figure 2: Performance of SPA and the best baselines on time
periods of a week, a month, a quarter, half a year, and a year
evaluated by the standard metrics, respectively.

Perplexity Comparisons. Finally, we turn to answer RQ4
for understanding the generalization performance of UET
and the baseline topic models. We use perplexity as evalu-
ation metric for the comparisons. Fig. 3 shows the perfor-
mance comparisons on perplexity. A lower perplexity score
indicates better generalization performance. As is shown in
the figure, UET outperforms all the baseline topic models.
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Figure 3: Generalization performance comparisons between
UET and the baseline topic models.

Conclusions

We have studied the problem of dynamic user profiling for
streams of short texts. To tackle the problem, we have pro-
posed a streaming profiling algorithm, SPA, that first applies
the proposed user expertise tracking topic model, UET, and
then the proposed streaming keyword diversification algo-
rithm, SKDA. Our UET dynamically tracks the changes of
users’ expertise distributions over time in a sequentially or-
ganized corpus of short text, and our SKDA diversifies the
top-k keywords for profiling users’ dynamic expertise. To
effectively infer users’ dynamic expertise distributions in
our UET model, we have proposed a collapsed Gibbs sam-
pling algorithm. We have conduced experiments on a Twit-
ter dataset. We evaluated the performance of our SPA and
the baseline algorithms using two categories of ground truth
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Table 2: Top 6 keywords of an example user’s dynamic profile with the time being five quarters from April 2014 to May 2015.
The keywords from the AGT ground truth, generated from GSDMM and SPA are presented for the user, respectively.

Apr. 2014 to Jun. 2014 Jul. 2014 to Sep. 2014 Oct. 2014 to Dec. 2014 Jan. 2015 to Mar. 2015 Apr. 2015 to May 2015

AGT Apple Java iPhone
Python ApplePay
OjectiveC

Apple Git iPad Ojec-
tiveC AppleEvent
Python

AppleEvent LininPro-
file openEducation iOS
NatsTwitter education

Microblog Students
LinkedInProfile ArtsEd-
ucation FB AfterSchool

SocialMedia Education
NatsTwitter Connect-
edLearning FB Courses

GSDMM Apple Computer iPhone
Science Java Technol-
ogy

Apple Company Uni-
versity Technology iPad
Language

Apple Christmas
LinkedIn Education iOS
Friends

Online Education Stu-
dents Website Degree
Presentation

Courses Online Presen-
tation Digital Learning
Education

SPA Apple Language iPhone
Programming Java
Computer

Apple Programming
iPad Git Event Lan-
guage

Apple LinkedIn Educa-
tion iOS Twitter Class

LinkedIn Students
Microblog Education
FB Art

Education Twitter
Learning Media Courses
FB

on both the standard metrics and the semantic versions of
the metrics. Experimental results show that our SPA is able
to profile users’ dynamic expertise over time for streams of
short texts. As future work, we plan to utilize other tech-
niques, e.g., deep learning, to tackle the task and intent to
incorporate other information such as users’ social networks
into the algorithm to further enhance the performance. Pro-
filing for a group of knowledgeable experts (Liang and de
Rijke 2016) would also be of value to investigate.
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