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Abstract

The purpose of this study is to design a machine learning ap-
proach to predict the student response in mixed-format tests.
Particularly, a novel contextual collaborative filtering model
is proposed to extract latent factors for students and test items,
by exploiting the item information. Empirical results from a
simulation study validate the effectiveness of the proposed
method.

As large-scale assessment data become available in recent
years, especially in the online education scenario (e.g., mas-
sive open online course, MOOC), a scalable approach for
assessing student ability is highly demanded. Traditional ap-
proaches like Item Response Theory (IRT) have been widely
applied for estimating student ability (Embretson and Reise
2013), but they still have some limitations. For instance, the
three parameter logistic (3PL) model only utilizes three pa-
rameters to characterize each test item, which might be in-
sufficient in large-scale settings. Machine learning, as an in-
terdisciplinary field of computer science and statistics, has
achieved impressive performance in many domains. Given
sufficient training data, machine learning approaches op-
timize the model parameters, and generate predictive re-
sults for specific tasks. As an effective machine learning ap-
proach, collaborative filtering can be used to predict the item
response for dichotomous test items (Bergner et al. 2012).
However, to the best of our knowledge, the response pre-
diction for mixed-format tests using machine learning ap-
proach has not been investigated before. The primary goal
of this study is to design a machine learning approach for
item response prediction in mixed-format tests, and evaluate
its performance on simulated data. Particularly, the contri-
butions of this work include:

• We design a novel contextual collaborative filtering
(CCF) approach to predict item responses in mixed-
format tests. CCF can take advantages of the item char-
acteristics estimated by IRT models.

• We evaluate the model performance with different test
length, sample size, and proportions for item types in
mixed-format tests.
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Methodology
Item response theory is powerful in characterizing the test
items. For instance, the classical 3PL model uses 3 parame-
ters to quantize the difficulty, discrimination, and guessing.
On the other hand, collaborative filtering, especially the ma-
trix factorization based methods, has shown impressive per-
formance in response prediction (Li, Kawale, and Fu 2015).
Motivated by these two techniques, we propose a novel ma-
trix factorization method named contextual collaborative fil-
tering (CCF), by leveraging the characteristics of test items
to boost the response prediction performance.

Let X ∈ R
N×T denote an item response matrix, from N

students to T items. Each row in X corresponds to a stu-
dent, and each column corresponds to an item. The element
Xij denotes the response from the i-th student to the j-th
test item. X could be very sparse, as we might not know all
the responses from students to test items. In mixed-format
tests, Xij ∈ [0, C], where C is the maximum number of
categories in the response. Matrix factorization is an effec-
tive collaborative filtering approach (Koren and Bell 2015),
which decomposes the response matrix X into two latent
factors U and V , i.e., X ≈ UV , U ∈ R

N×K , V ∈ RK×T ,
where K is the dimensionality of latent factors and it’s usu-
ally much smaller than N and T . The objective function of
standard matrix factorization is:

argmin
U,V

f(U, V ) = ‖I � (X − UV T)‖2F
+ λ(‖U‖2F + ‖V ‖2F),

(1)

where I is an indictor matrix with Iij = 1 if Xij is a valid
value and 0 otherwise, � denotes the Hadamard product
(i.e., element-wise product), and λ is a trade-off parameter.
The first term in (1) denotes the approximation errors, and
the last two terms are regularizations used to prevent over-
fitting.

Each row in U is a compact vector, which can be consid-
ered as parameters (or features) for characterizing the cor-
responding student. Similarly, each column in V can be re-
garded as the parameters for the corresponding item. Thus,
this approach offers more flexibility than IRT, in terms of
modeling the response patterns of students. However, a ma-
jor limitation of model (1) is that it doesn’t exploit additional
information from the test items. For instance, the test items
could be characterized by a few item parameters, which en-
ables us to model the similarity among all test items. As each
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column in V denotes latent representations of test items, it
is reasonable to assume that similar test items should have
similar latent representations. First, we construct a graph G
by using the item parameters which are estimated by an IRT
model. It’s standard procedure in educational measurement.
Second, we design a new constraint to enforce that simi-
lar items should have similar representations. Formally, we
have the objective function of contextual collaborative filter-
ing (CCF) as:

argmin
U,V

f(U, V ) = ‖I � (X − UV T)‖2F + αf(G, V )

+ λ(‖U‖2F + ‖V ‖2F),
(2)

where f(G, V ) = 1
2

n∑

i=1

n∑

j=1

Gij‖vi−vj‖22 = tr(V LV �), L

is a Laplacian matrix, L = D̃−G, D̃ii =
∑n

j=1 Gij , and α
is a trade-off parameter.

Eq. (2) shows that CCF is able to take advantages of the
test item information, and therefore extract more effective
latent factors for items. Standard optimization algorithms,
such as stochastic gradient descend (SGD), can be used to
learn U and V in (2). Based on the learned latent factors U
and V , the predicted response from a student to an item can
be estimated by taking the inner product of two correspond-
ing vectors.

Experiments

Settings. As the rationale of IRT models have been widely
recognized, both the dichotomous and polytomous IRT
models were adopted to generate response data of mixed-
format tests. In this study, the R package, mirt (Chalmers
and others 2012), was used for response data simulation un-
der the two-parameter model (2PL) model and the general-
ized partial credit model (GPCM). Three test lengths were
considered in the study, including 30, 60, and 90. The num-
ber of categories was varied from 2 to 5. The proportion of
dichotomous items was set to 1

3 . To simulate the large-scale
setting, three sample sizes (i.e., the number of students) were
considered, including 1000, 2000, and 5000. To evaluate the
prediction performance of the proposed method, 80% of re-
sponses were randomly selected for training latent factors,
while the others were used for testing. The dimensional-
ity of latent factors was fixed to 10. Parameters λ and α
were set using the cross-validation strategy on the training
set. Following the convention in the collaborative filtering
literature, RMSE is chosen as the evaluation criteria in our
experiments.

Baselines. The proposed CCF approach is compared
with two representative collaborative filtering methods, in-
cluding probabilistic matrix factorization (PMF) (Mnih and
Salakhutdinov 2008) and bayesian probabilistic matrix fac-
torization (BPMF) (Salakhutdinov and Mnih 2008). The di-
mensionality of latent factors was also fixed to 10, in order
to make a fair comparison.

Results. Table 1 shows the RMSE of the proposed method
in different settings. We observe that: (1) the RMSE de-
creases when the sample size is increased from 1000 to

Table 1: RMSE of response prediction
Test Length Method N=1000 N=2000 N=5000

30
PMF 0.3010 0.2917 0.2858

BPMF 0.3002 0.2910 0.2845
CCF 0.2914 0.2853 0.2803

60
PMF 0.2847 0.2740 0.2714

BPMF 0.2805 0.2733 0.2701
CCF 0.2734 0.2704 0.2685

90
PMF 0.2836 0.2665 0.2637

BPMF 0.2795 0.2613 0.2615
CCF 0.2692 0.2602 0.2584

5000; (2) the RMSE decreases when the test length in-
creases; (3) the RMSE decreases when the proportion of di-
chotomous items increases. It is clear that the parameter es-
timation becomes more stable when the data size increases,
which explains the lower RMSE from longer tests or larger
sample size. Moreover, increasing the proportion of dichoto-
mous items would reduce the problem complexity, as binary
values are easy to be modeled and predicted.

Conclusions

This paper presents a novel collaborative filtering approach
for predicting student response in mixed-format tests. The
item response matrix can be decomposed to student latent
factor and item latent factor. Moreover, the item informa-
tion is incorporated in the learning process. The learned la-
tent factors can be used to predict missing values in the
response patterns. Experimental results show that the pro-
posed method consistently outperforms the baselines in dif-
ferent settings. In addition to response prediction, the pro-
posed method can be applied to other educational measure-
ment tasks, such as ability estimation, classification, etc.
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