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Abstract

Can student behavior be anticipated in real-time so that an in-
telligent tutor system can adapt its content to keep the student
engaged? Current methods detect affective states of students
during learning session to determine their engagement levels,
but apply the learning in next session in the form of inter-
vention policies and tutor responses. However, if students’
imminent behavioral action could be anticipated from their
affective states in real-time, this could lead to much more re-
sponsive intervention policies by the tutor and assist in keep-
ing the student engaged in an activity, thereby increasing tutor
efficacy as well as student engagement levels. In this paper we
explore if there exist any links between a student’s affective
states and his/her imminent behavior action in RoboTutor, an
intelligent tutor system for children to learn math, reading and
writing. We then exploit our findings to develop a real-time
student behavior prediction module.

Introduction

Recently there has been a significant amount of research in
trying to make intelligent tutor systems reactive to student’s
responses, to allow for a more intuitive interface with the tu-
tor and also more importantly to be able to keep the student
engaged in the activity for longer periods. Current tutor sys-
tems use computer vision and other sensors to detect the af-
fective states of the users (happy, sad, content, disgust, fear,
etc.) to gauge user engagement levels at end of learning ac-
tivity (Whitehill et al. 2014) (D’mello and Graesser 2010).
However, these systems are deployed mostly on adults and
in controlled environments. Also such systems stop at the
level of discerning the students engagement levels to deter-
mine the tutor’s intervention policy, which means that the
policy only has a limited type of input namely the engage-
ment levels. It might be more fruitful to base the policy on
the anticipation of a behavior that the student might exhibit
in the near future, such as when the student might choose to
exit an activity prematurely. Such inferences about the stu-
dent behavior/actions provide more inputs for an interven-
tion policy to make more nuanced, responsive reactions.

In this research we discuss two main questions, namely,
given the additional information of the students affective
state, what can we infer about the student behavioral action?
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Is it possible to predict the students next action based on
their affective states in a real-time system? The analyses was
conducted in the context of RoboTutor, an open source An-
droid application to teach children aged between 6-12, who
have little or no prior schooling nor access to technology,
math, reading and writing tutor. We discuss our findings in
the next sections.

Data Collection and Processing

RoboTutor consists of multiple educative activities for chil-
dren such as writing, Akira (a car racing game), bubble pop,
and myriad read-along illustrated stories with speech recog-
nition. As RoboTutor runs on an Android tablet, the front
facing camera is used for affective state detection. The video
feed of children using RoboTutor, along with the log files
containing all the in-app user actions by the child is stored
on the cloud, using Google Drive. Then the log files are
parsed and added to respective tables in a database for use
for querying, and analyses.

We use OpenFace (Baltrusaitis, Robinson, and Morency
2016), an open-source facial behavior analysis toolkit to ex-
tract facial action units (FAUs) from the video feed. Open-
Face was trained on diverse data with respect to age, gen-
der, ethnicity. We identified a set of pedagogically relevant
emotions such as boredom, confusion, frustration, surprise,
delight, neutral. Next, we created a mapping from FAUs re-
turned by OpenFace to the above mentioned emotions, all
using existing literature on the subject (Craig et al. 2008;
McDaniel et al. 2007). Comprehensive literature on this sub-
ject could not be cited here due to lack of space. The af-
fective states from the video were then joined with its re-
spective parsed log data file, containing behaviors such as
back button presses, completion of activity, correctness, etc.
to create a file conducive for analysis. We used a total of 17
different video of length ranging between 20 to 30 minutes
log session pairs to conduct the analysis (N = 17). The anal-
ysis included visualization of the data, and finding statisti-
cally significant correlations between emotions and the stu-
dents behavior. The validation of detection accuracy for the
emotions were done by spot-checking samples of data, and
testing external validity of detected emotions to see if their
correlations with logged tutor events, e.g. response correct-
ness vs. delight, are statistically reliable and psychologically
plausible.
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Figure 1: Statistical correlations between emotions and the students behavior in RoboTutor

Results and Discussion

Some of the key results from the analyses are shown in Fig-
ures 1(a) to 1(c). Figure 1(a) shows that the median delight
that students expressed across all activities was much higher
than when the student did not complete the activity. The
difference in delight between the two groups is statistically
significant (p-value < 0.05 at a confidence value of 95%).
Similarly, Figure 1(b), illustrates the distribution of the af-
fective states exhibited by the students when students hit the
back button while using tutor. Although boredom is more
frequent, only neutral, surprise and delight were statistically
significant. Figure 1(c) the only positive correlation of cor-
rectness in the bubble pop activity in the RoboTutor applica-
tion is the emotion, neutral/flow. This is in stark comparison
to all other emotions which negatively correlated with cor-
rectness and performance in the bubble pop activity.

An important observation is that affective state delight
could be a predictor of completion of activity. Similarly, the
second observation is that affective state surprise is good in-
dicator of the students pressing the back button during an
activity. Although neutral value is higher, it is also more uni-
formly distributed emotion across the activities, but surprise
seems to be high enough to distinguish itself from the emo-
tion delight, and clearly shows the links between itself and
the quitting an activity. Also from Figure 3 note that correct-
ness in different activities can also be predicted using a cer-
tain affective state, such as neutral/flow. This makes sense as
neutral/flow is most notably seen in students when they are
actively learning, and processing the information presented,
and so students would be more likely to get tasks right in
this context.

These results show that we can definitely see links and
possible predictors for different behaviors on tutors by car-
rying out similar analyses as described in this paper. This is
good evidence that we could possibly create a real-time sys-
tem for finding optimal timings for the intervention policy
to keep the student engaged in the app. We believe that this
methodology and technology can be extended to more plat-
forms and that this will help in making tutors more person-
alized. It can be seen that once the application will be able
to predict that the user is about to quit a session or activity, it
could change its strategy and display content which engages
the user more, which could lead to a possible decrease in the
session dropout rate in intelligent tutors systems.
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Conclusion

Our results show that there do exist links between student
behavior and their affective states. This indicates that indeed
a real-time system that can detect affective states of the stu-
dents can possibly be used to predict the behavior of stu-
dents given ample data. This finding led us to develop such
a real-time system and integrate it in RoboTutor (an intelli-
gent tutor system). This system running real-time alongside
the tutor helps the tutor to produce more complex and nu-
anced intervention policies due to the larger number of in-
puts that the system provides over a traditional system solely
providing levels of engagement.
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