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Abstract

Instance-level retrieval has become an essential paradigm to
index and retrieves images from large-scale databases. Con-
ventional instance search requires at least an example of
the query image to retrieve images that contain the same
object instance. Existing semantic retrieval can only search
semantically-related images, such as those sharing the same
category or a set of tags, not the exact instances. Meanwhile,
the unrealistic assumption is that all categories or tags are
known beforehand. Training models for these semantic con-
cepts highly rely on instance-level attributes or human cap-
tions which are expensive to acquire. Given the above chal-
lenges, this paper studies the Zero-shot Retrieval problem that
aims for instance-level image search using only a few domi-
nant attributes. The contributions are: 1) we utilise automatic
word embedding to infer class-level attributes to circumvent
expensive human labelling; 2) the inferred class-attributes can
be extended into discriminative instance attributes through
our proposed Latent Instance Attributes Discovery (LIAD)
algorithm; 3) our method is not restricted to complete at-
tribute signatures, query of dominant attributes can also be
dealt with. On two benchmarks, CUB and SUN, extensive ex-
periments demonstrate that our method can achieve promis-
ing performance for the problem. Moreover, our approach can
also benefit conventional ZSL tasks.

Introduction

Conventional recognition approaches usually focus on pre-
dicting the class label of an image. Recently, instance-level
retrieval has aroused increasing attention due to its unique
value for real-world applications, such as person identifi-
cation (Haque, Alahi, and Fei-Fei 2016), place localisa-
tion (Wu and Rehg 2008), and specific object search (Tao,
Smeulders, and Chang 2015). Instead of predicting the gen-
eral class label, e.g. person or restaurant, we hope to find
the exact object of the query image, i.e. ‘Who is the per-
son?’ or ‘Which restaurant is shown?’ from a large number
of candidates. Previous work has achieved excellent results
on instance retrieval within a single category, such as build-
ings (Arandjelovic and Zisserman 2012), logos (Tao et al.
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Figure 1: In the zero-shot retrieval problem, there are two
situations: 1) querying image from the unseen gallery where
only several spare attributes of each instance are available; 2)
retrieving an unseen query in the gallery by given dominant
attributes.

2014), and book covers (Wang et al. 2011). However, devel-
oping generalised instance retrieval across different classes
remains an open problem.

There are mainly three practical issues that are worth con-
sidering. Firstly, it has been estimated that humans can dis-
tinguish at least 30,000 object classes (Biederman 1987).
For generalised instance retrieval, it is infeasible to collect
labelled data to train an retrieval model for each class sepa-
rately (Tao, Smeulders, and Chang 2015). Secondly, an un-
known query instance is not guaranteed to have a class name.
In other words, many class-specific models may not be ap-
plicable for generalised retrieval tasks. Thirdly, many recent
approaches are based on one-shot learning techniques, such
as person re-identification (Liao et al. 2015), and face ver-
ification (Taigman et al. 2014). However, in many realistic
applications, e.g. criminal identification, even acquiring one
query image could be unattainable.

Inspired by the fact that humans can identify an unseen
instance given only some dominant attributes, this paper de-
fines a more flexible scenario named Zero-shot Retrieval
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(ZSR): given training images from disjointed seen classes,
we aim to search an unseen instance given a query of a set of
dominant attributes. For example, a generalised retrieval ma-
chine may not know whether the query image comes from
people or other classes. One may wish to find an unseen
criminal from the gallery of mixed classes where only verbal
descriptions from the witnesses are available as the query.
There are two possible scenarios illustrated in Fig. 1. In the
Image to Attributes I2A (I2A) scenario, the task is to find
the query image from unknown classes in the gallery where
only dominant attributes of each instance are available. In-
versely, in the Attributes to Image (A2I) scenario, given
a query of dominant attributes, the task is to answer which
image in the gallery is queried.
Related work. Instance Retrieval is different from canon-
ical recognition tasks or fine-grained classifications since
the expected outputs are the identical instances to the query
in the gallery rather than its class label. In conventional
retrieval approaches (Arandjelovic and Zisserman 2012;
Tao et al. 2014; Wu and Rehg 2008), the training set, gallery,
and query images are restricted to the same class. As shown
in (Tao, Smeulders, and Chang 2015), a model for a par-
ticular class cannot be directly applied to other classes. To
break such a restriction, cross-class instance retrieval can be
achieved by first precisely predicting the class label and then
zooming into the instance-level (Tao, Smeulders, and Chang
2015). However, in many realistic scenarios, sufficient train-
ing samples cannot be guaranteed for each class. Thus, one
shot learning based approaches (Fei-Fei, Fergus, and Perona
2006) are proposed and are successfully employed to ad-
dress the re-identification (Liao et al. 2015) and face verifi-
cation (Taigman et al. 2014) problems. In order to overcome
a wide range of inner-instance variations, semantic side in-
formation, such as attributes, is widely adopted in recent ro-
bust systems (Kumar et al. 2009; Long, Zhu, and Shao 2016;
Long et al. 2017c).

Zero-shot learning techniques also share the advantages
of using attributes but go one step further. Despite some
performance sacrifice, ZSL can predict the class label of
an unseen instance without providing even one visual in-
stance. The core assumption of ZSL is that the learnt mod-
els can transcend the class boundaries (Long et al. 2017b;
2017a; Long and Shao 2017a), such as some basic visual
terms like colours, textures, shapes, and parts. More ad-
vanced attributes are designed by ontology engineers. For
example, the adopted datasets in this paper, SUN (Pat-
terson et al. 2014) and CUB (Wah et al. 2011), provide
many relevant attributes to depict scenes and birds. Such
well-designed attribute models have shown promising gen-
eralisation to unseen classes (Yu and Aloimonos 2010;
Parikh and Grauman 2011; Jayaraman and Grauman 2014;
Jayaraman, Sha, and Grauman 2014; Lampert, Nickisch, and
Harmeling 2014; Changpinyo et al. 2016; Akata et al. 2013;
Long, Liu, and Shao 2017; Long and Shao 2017b; Long,
Liu, and Shao 2016; Qin et al. 2017).

In order to circumvent expensive instance-level attributes,
several approaches have been proposed to alleviate the cost
of annotating attributes, such as text-based (Rohrbach et
al. 2010; Elhoseiny, Saleh, and Elgammal 2013; Mensink,

Gavves, and Snoek 2014; Qiao et al. 2016) or word-
embedding methods (Socher et al. 2013; Frome et al. 2013;
Norouzi et al. 2014; Al-Halah, Tapaswi, and Stiefelhagen
2016) that can automatically associate semantic models to
visual appearances in a data-driven manner. However, the
class-level description is still too coarse for instance re-
trieval.
Contributions

• Compared to conventional ZSL, expensive attribute anno-
tations are substituted by word embedding our proposed
inference algorithm. Either a class name or several domi-
nant attributes can be simply encoded into an Augmented
Attribute (AA) Representation.

• A Latent Instance Attributes Discovery (LIAD) algorithm
is proposed to automatically extend class-level attributes
into instance-level. We investigate how to use an or-
thogonal projection to find discriminative latent instance-
attributes.

• While testing is performed, unlike previous ZSL methods
using the complete attribute representation for classifica-
tion, we use only a few dominant attributes to infer more
instance-sensitive representations.

Zero-shot Retrieval via Dominant Attributes

During the training phase, we only use visual features and
class labels of training images. In order to circumvent ex-
pensive human attributes, class labels are encoded by word
embedding and converted to our proposed representation
named Augmented Attributes (AA) through class-attribute
inference. Hereby, each class gains a semantic representa-
tion. For the sake of flexibility, our AA is a unified repre-
sentation, which can encode three types of Concepts: class
names, attributes, and a set of dominant attributes. The for-
mer two are used in training phase and the last one is used
during the test. The second step is to infer latent instance at-
tributes by our orthogonal embedding algorithm. During the
test, a query of either dominant attributes or a visual instance
can be encoded by AA and then projected into the embed-
ding space to make the retrieval. We formalise each step as
follows:
I. Class-level AA Inference The training set contains
extracted visual features with class labels in N pairs:
(x1, y1), . . . , (xN , yN ) ⊆ X × Y , where X = [xnd] ∈
R

N×D is a D-dimensional feature space; and Y =
{1, . . . , C} consists of C discrete class labels. For ZSR, we
need to find an instance from unseen classes by their domi-
nant attributes. Therefore, we need to define a universal set
S of all involved class name and attribute concepts. We ex-
tract Word2Vec features (Mikolov et al. 2013) for each in-
volved concept in an L-dimensional word embedding space
W = [ws] ∈ R

S×L, where S = C + M is composed of
C class labels Wc = [wc] ∈ R

C×L and M attribute con-
cepts Wa = [wm] ∈ R

M×L. The class-level AA is achieved
by A = [acs] = Ψ(wc, ws) ∈ R

C×S , where Ψ is an infer-
ence function introduced later. Note that the class labels are
also used as attributes for better generalisation. Such rep-
resentations are named as Augmented Attributes. Note that
this is not the same method in (Sharmanska, Quadrianto, and
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Lampert 2012) that augments attributes with driven data by
auto-encoder models. Our approach just adds class names
into attributes to form a S-dimensional AA space for better
generalisation.
II. Latent Instance-Attributes Discovery Using the in-
ferred class-level AA as clues, we aim to discover the unique
AA of each visual instance. Initially, we assume instances in
a class have the same AA representations, which results in
A = [ans] ∈ R

N×S . Our key idea is to find a latent space
V ∈ R

N×K that can remove the correlation between in-
stances and between attributes so that the learnt representa-
tions are unique to each other. As a result, we can achieve K
discriminative latent attributes that are sensitive to instances
at the training phase.
III. Zero-shot Retrieval via dominant attributes During
the test, both query and the gallery images come from un-
seen classes in Z = {z : z /∈ Y}. There are two possi-
ble scenarios: 1) Attributes to Image (I2A) Given a set of
dominant attributes as a query, the task is to retrieve the cor-
responding visual instance in the image gallery; 2) Image to
Attributes (I2A) Given a query image, the task is to predict
its identity in the gallery where only dominant attributes of
each instance are available. For both scenarios, we first infer
the full augmented attribute vector â from given dominant
attributes using Ψ. Eventually, both inferred attribute vec-
tors and visual features can be projected into the orthogonal
space V to make the retrieval.

Augmented Attributes Inference

In this paper, a concept can be a class name, an attribute,
or a set of attributes, anyone of which can consist of sev-
eral words. We consider each single word is a local rep-
resentation of the whole concept, i.e. w = {wi}. Specif-
ically, we extract Word2Vec features (Mikolov et al. 2013)
for each word of involved class and attribute concepts. Using
the extracted Word2Vec features, class-attribute relationship
(wc, ws) = ({wi

c}, {wj
s}) is inferred as most ZSL methods,

where i and j indicate the i-th and j-th words in a concept.
Here, the attribute list is augmented from M to S = C +M
by including class concepts as well. Hereby, the relations
between classes are also taken into account so as to achieve
better generalisation. The relations between a pair of con-
cepts can be inferred by:

Ψ(wc, ws) = Φ(wc)
�Φ(ws)

=
1

|wc||ws|
|wc|∑
i=1

|ws|∑
j=1

ψ(wi
c, w

j
s),

(1)

where Φ and ψ are operations on concept and word levels,
and | · | denotes the cardinality of a feature set. Φ is an em-
bedding function that maps a set of word vectors to a high-
dimensional embedding space. Eq. 1 can be computed by
repeating the word-level operation φ:

ψ(wi
c, w

j
s) = φ(wi

c)
�φ(wj

s), ∀ wi
c ∈ wc, ∀wj

s ∈ ws. (2)

Due to a large variety of words, such as nouns, and ad-
jectives, a direct comparison between two words may not

lead to the best result. Instead, we employ the log-odds ra-
tio log(O(·)) (McCann and Lowe 2012) as our embedding
function φ to estimate whether the word is likely to be cor-
related to other words:

φ(wi
c) = [log

(
Ow1

(wi
c)
)
, . . . , log

(
OwS

(wi
c)
)
]�, (3)

where ∀ ws ∈ {w1, ..., wS}. By assuming the prior is uni-
form, we apply Bayes’ Rule to obtain:

log
(
Ows

(wi
c)
)
= log

p(ws|wi
c)

p(w̄s|wi
c)

= log
p(wi

c|ws) p(ws)

p(wi
c|w̄s) p(w̄s)

= log
p(wi

c|ws)

p(wi
c|w̄s)

+ log
p(ws)

p(w̄s)

= log
(
p(wi

c|ws)− p(wi
c|w̄s)

)
,

(4)

where p(wi
c|w̄s) denotes the likelihood that the word wi

c is
absent in ws. Eq. 4 provides an intuitive conclusion. By us-
ing the odds ratio, only prominent words that relate to sev-
eral classes will gain high likelihoods, whereas words that
are too common or too rare will be suppressed. The log-
likelihoods in Eq. 4 can be estimated using
log

(
Ows

(wi
c)
)
= log(δsi − δ̄si ), where

δsi = exp
(‖wi

c −NNs(wi
c)‖2

)

δ̄si = exp

⎛
⎝ 1

S − 1

∑
s̄ �=s

‖wi
c −NN s̄(wi

c)‖2
⎞
⎠ ,

(5)

where δsi is the distance from wi
c to its nearest neighbour

belonging to concept ws and δ̄si represents the average dis-
tance from wi

c to the nearest neighbours in other concepts;
NNs(·) is a nearest neighbour search of all words in con-
cept s; and ‖ · ‖2 is the �2-norm distance. By repeating Eq.
1 to 5 between each pair of class label c and concepts s, we
can infer class-attributes for each class:

ac = [Ψ1(wc, w1), . . . ,Ψ1(wc, wS)]. (6)

Latent Instance Attributes Discovery

By assuming all instances in class c with the same
inferred class-attributes ac, the training set becomes
(x1, a1, y1), . . . , (xN , aN , yN ) ⊆ X × A × Y . A conven-
tional ZSL classifier can be trained by:

min
P

L(XP −A) + λΩ(P ), (7)

where L(.) is the loss function and Ω is the regularisation
term with hyper-parameter λ. However, such a framework
can only differentiate classes. Also, some dimensions of AA
are highly correlated. In order to retrieve each instance rather
than the class label, the key challenge is to discover the
unique attributes of each visual instance that are different
from the general class-attribute signature. We propose a La-
tent Instance Attributes Discovery (LIAD) algorithm to find
a set of mutually independent bases to break the bias which
assumes all of the class-attributes are correlated, i.e. for all
of the instances in the same class, all attributes are always ei-
ther present or absent together. The bases can be discovered
by an orthogonal constrained projection:

min
P1,P2

‖XP1 − V‖2F + γ‖AP2 − V‖2F , s.t. V�V = I, (8)
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Figure 2: Convergence curves with respect to the number of
iterations. Terms one and two correspond to the reconstruc-
tion error of visual and semantic spaces. Term three controls
the orthogonality.

where ‖.‖F is the Frobenius norm of a matrix; I is the iden-
tity matrix; V ∈ R

N×K is the shared space between X and
A; γ is a hyper-parameter that controls the balance between
X and A; P1 ∈ R

D×K and P2 ∈ R
S×K are two projec-

tion matrices. K is a hyper-parameter for spectral cluster-
ing, through which we aim to cluster correlated concepts
of class labels or attributes into K mutually independent
latent attributes. Within the same class, the discovered la-
tent attributes are close to each other. Meanwhile, different
instances can also be discriminated by the latent attributes
since they are achieved by minimising the reconstruction er-
ror to each unique visual instance in X .
Optimisation Eq. 8 is a non-convex NP-hard problem due
to the orthogonal constraint. To best exploit that, we propose
an alternating optimisation scheme based on coordinate de-
scent. We first initialise V as a random orthogonal matrix
that is s.t. V�V = I . The following optimisation sequen-
tially updates P1, P2 and V using:

P1-step. By fixing P2 and V , we can reduce Eq. 8 to
min
P1

‖XP1 − V‖2F . (9)

The resulting equation is derived by a standard least squares
problem with the following analytical solution:

P1 = (X�X )−1X�V. (10)
P2-step. Similar to P1-step, by fixing P1 and V , we can

obtain P2 as
P2 = (A�A)−1A�V. (11)

V-step: By fixing P1 and P2, we can reshape Eq. 8 to the
following problem:

min
V

‖XP1 − V‖2F + γ‖AP2 − V‖2F , s.t. V�V = I. (12)

To solve Eq. 12 with the orthogonality constraint, we
adopt the gradient flow in (Wen and Yin 2013) which is an
iterative scheme that can optimise orthogonal problems with
a feasible solution. Specifically, given the orthogonal matrix
Vt during the t-th iterative optimisation, a better solution of
Vt+1 is updated via Cayley transformation:

Vt+1 = HtVt, (13)

where Ht is the Cayley transformation matrix and defined
as

Ht =
(
I +

τ

2
Φt

)−1 (
I − τ

2
Φt

)
, (14)

where Φt = ΔtV�
t − VtΔ

�
t is the skew-symmetric ma-

trix, τ is an approximate minimiser satisfying Armijo-Wolfe
conditions (Wright and Nocedal 1999) and Δt is the partial
derivative of Eq. 12 with respect to V as

Δt = 2(1 + γ)V − 2XP1 − 2γAP2. (15)

In this way, we repeat the above formulation to update V un-
til achieving convergence in the inner-loop. The convergence
proof of the above updating procedure with the orthogonal-
ity constraint can be found in (Wen and Yin 2013).

The overall optimisation is achieved by alternating P1, P2

and V steps up to T epochs. Generally, T = 15 ∼ 20 is
proved to be enough for convergence as shown in Fig. 2.
The overall LIAD is summarised in Algorithm. 1.

Algorithm 1: LIAD
Input: Training set {X , Y}, inferred A, K, and γ
Output: P1 and P2

1 Initialise random orthogonal matrix V, s.t. V�V = I .
2 Repeat
3 P1-Step: Fix V , P2 and update P1 using Eq. 10.
4 P2-Step: Fix V , P1 and update P2 using Eq. 11.
5 V-Step: Fix P1, P2 and update V by following

steps:
6 for t = 1 : max iterations do
7 Compute the gradient Δt using Eq. 15;
8 Compute the the skew-symmetric matrix Φt;
9 Compute the Cayley matrix Ht using Eq. 14;

10 Compute the Vt+1 using Eq. 13;
11 if convergence, break;
12 end
13 Until convergence
14 Return P1, P2 and V

Zero-shot Retrieval via Sparse Attributes

An unseen instance can be depicted by a set of dominant at-
tributes. In this paper, we select a number of attributes with
top confidence scores in the provided instance-attributes as
dominant attributes. Using the proposed method in Section ,
we can infer the AA vectors of unseen instances and project
them into the latent attribute space to make the retrieval.
More specifically, we denote the dominant attributes in word
embedding forms as ŵ = {ŵi}. All of the involved words in
the dominant attributes are pooled together. The idea is con-
sistent to Section that regards each single word as a local
feature of the unseen instance description. We then estimate
the likelihood between each augmented attribute ws and the
unseen instance ŵ using Eq. 1 to 5, through which we can
get the full attribute vector â = [Ψ(ŵ, w1), . . . ,Ψ(ŵ, wS)].

Using P1 and P2, either visual features or attribute vec-
tors can be projected into the latent attribute space, which
enables us to achieve both of the ZSR scenarios mentioned
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Table 1: Main ZSR results at different ranks. Upper and lower results correspond to that of I2A and A2I scenarios. In order to
show the overall trend of the outcomes, we average the hit rates in all of the classes. Best results are in bold.

SUN Attribute Caltech-UCSD Birds
Method @Rank1 @Rank5 @Rank10 @Rank20 @Rank50 @Rank1 @Rank5 @Rank10 @Rank20 @Rank50
DAP (Lampert, Nickisch, and Harmeling 2009) 7.5 18.8 34.9 48.5 61.2 3.80 5.82 12.61 17.92 24.25
ALE (Akata et al. 2013) 14.8 29.6 47.5 64.2 78.4 7.81 18.23 22.52 30.74 38.72
ESZSL (Romera-Paredes and Torr 2015) 19.9 38.8 56.2 69.7 82.8 15.28 20.34 25.88 38.21 40.72
LatEm (Xian et al. 2016) 25.3 38.4 62.8 70.1 85.2 17.42 24.82 32.48 40.96 46.81
CCA 9.2 20.5 43.3 63.0 74.8 10.16 15.30 24.79 32.56 36.16
NoV 7.2 17.5 49.2 62.3 76.3 9.83 16.42 19.50 29.82 33.78
Ours 28.7 42.2 68.5 72.8 86.2 19.82 27.53 36.20 44.12 48.83

DAP (Lampert, Nickisch, and Harmeling 2009) 8.8 19.2 32.6 44.7 52.5 5.42 8.82 14.27 16.82 22.36
ALE (Akata et al. 2013) 12.2 26.7 43.0 61.5 72.2 12.87 16.43 24.50 29.98 34.71
ESZSL (Romera-Paredes and Torr 2015) 18.8 34.2 49.1 66.2 76.9 14.31 17.40 23.65 36.48 39.22
LatEm (Xian et al. 2016) 17.3 36.4 58.8 67.6 80.8 15.82 20.26 29.48 36.25 43.82
CCA 13.8 27.4 44.5 62.8 70.7 10.43 14.56 18.85 25.58 30.76
NoV 14.1 23.0 36.8 43.4 49.6 7.47 14.42 18.68 23.72 28.80
Ours 18.7 37.7 61.9 70.2 78.8 18.61 26.62 32.81 39.42 44.28

Table 2: Key statistics of the SUN and CUB datasets
Dataset SUN CUB
# instances 14,340 11,788
# attributes 102 312
seen/unseen splits 707/10 150/50
attribute type ins.+ cont. ins.+ bin.
# total concepts 819 512
Unseen Gallery size 200 2933

earlier. Scenario 1: Suppose there are N̂ instances from un-
seen classes Z in the gallery without images. Only their
dominant attributes are available, which can be denoted as:
Ŵ = [ŵn̂] ∈ R

N̂×L; and can be converted into full attribute
vectors Â = [ân̂] ∈ R

N̂×S using Eq. 1 as illustrated above.
During the test, a query image x̂ can be retrieved by:

îd = argmin
n̂

‖x̂P1 − ân̂P2‖22. (16)

Scenario 2: The gallery is composed of N̂ images from
unseen classes Z: X̂ = [x̂n̂] ∈ R

N̂×D. We first project their
visual features into the latent attribute space. During the test,
the query is a set of dominant attributes ŵ = {ŵi} depicting
the requested instance, from which the full attribute vector â
can be inferred using Eq. 1. The retrieval is then made by:

îd = argmin
n̂

‖x̂n̂P1 − âP2‖22. (17)

Experiments

Our method is evaluated on two benchmarks for zero-shot
recognition, SUN (Patterson et al. 2014) and CUB (Wah et
al. 2011). Up-to-date statistics are summarised in Table 2.
All of the visual features used in our experiments are based
on the VGG-19 model (Simonyan and Zisserman 2014) that
was released by (Zhang and Saligrama 2015). For word
embedding, we adopt the GoogleNews-vectors-negative300
model (Mikolov et al. 2013) that was trained on the par-
tial Google News dataset using about 100 billion words. We
follow the seen/unseen splits as that of conventional ZSL
settings. However, the evaluations focus on the ZSR per-
formance. For I2A and A2I scenarios, we alternatingly use

the attributes of unseen instances and images as gallery and
queries.
Evaluation Protocol We adopt the hit rate as the main eval-
uation protocol. Given a query, we check whether the corre-
sponding instance is found in a number of top ranks. Since
the instances are from multiple classes, to show the overall
trend of the outcomes, we average the hit rates in different
classes.
Implementations Our semantic inference procedures
have no hyper-parameters. We cross-validate all hyper-
parameters of our LIAD on the training set. Since we do
not use any attributes during the training phase, we pro-
pose a 5-fold approximated cross-validation scheme for the
ZSR problem. Under each set of hyper-parameters, we first
achieve V on the whole training set. The V of each instance
is used as the inferred outputs of dominant attributes Vattr.
We then randomly divide the training classes into five folds.
For each fold, we compute a new pair of P1, P2 using the
other four folds and the achieved P1 is used to project the
visual instances in the validation fold into Vvis. Using the
Vattr achieved on the whole training set and the Vvis pro-
jected from validation set, the retrieval performance can be
validated.

Main Results

Table 1 summarises our comparison with both the state-
of-the-art methods and some baselines for self-comparison.
DAP (Lampert, Nickisch, and Harmeling 2009) is one of
the earliest ZSL approaches that makes predictions based on
Maximum Likelihood criteria. ALE (Akata et al. 2013) and
ESZSL (Romera-Paredes and Torr 2015) optimise the objec-
tive functions that enforce correct labels to rank higher than
incorrect ones. LatEm (Xian et al. 2016) shares the similar
objective but is based on bilinear compatibility functions.
For all of above methods, we implement with their released
codes and follow the details as reported in the original pa-
pers. Besides, we use CCA to compute the shared space V
as the baseline method. To investigate the contribution of our
orthogonal regularisation, we also compute the shared space
based on a linear solution without the orthogonal constraint,
which is denoted as NoV.

For all of the above methods, inferred class-level AA in
Section is used to train the models. During the test, we se-
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Figure 3: (A) Generalised ZSR (GZSR) performance on SUN and CUB. (B) ZSR performance w.r.t. number of selected domi-
nant attributes.

Figure 4: Hyper-parameter Evaluations

lect up to 20 attributes with highest confidence scores as the
dominant for each unseen instance. Note that some instances
may not have 20 positive attributes. We infer an AA repre-
sentation for each instance. Since all of the state-of-the-art
methods are classification based, we simply regard each un-
seen instance as a unique class and rank the instances as the
original papers. For CCA, NoV, and our method, we use the
nearest neighbour criterion to rank the instances as intro-
duced in Eq. 16 and 17.

As shown in Table 1, our method steadily outperforms
all of the compared methods at most of the ranks. The ex-
ception at rank 1 of ESZSL is due to that some instances
can coincidently share the same dominant attributes. The re-
sults mainly support the effectiveness of our latent instance-
attributes. Unfortunately, such instance-attributes cannot be
directly applied to conventional ZSL methods since our rep-
resentations and projections are jointly learnt. Besides, our
results are significantly higher than those of CCA and NoV,
which demonstrates the effectiveness of our orthogonal reg-
ularisation in LIAD.

Detailed Analysis

In order to further understand the promising results, we dis-
cuss the following key questions in detail. The analysis is
based on the retrieval performance at rank 10 using up to 20
dominant attributes of each instance.
Generalised ZSR performance Recently, generalised ZSL

(Chao et al. 2016) is proposed to investigate whether adding
training classes as candidates can degrade the performance.
In Fig. 3 (A), we show our generalised ZSR performance on
both of the datasets. We also select up to 20 attributes with
highest confidence scores as the dominant attributes of each
seen instance and encode them into an augmented attribute
representation. We then gradually add candidates from seen
classes to the gallery and test by the same queries. As shown
in Fig. 3 (A), while the performance using normal attributes
suffers from severe degradation, using the augmented at-
tributes can significantly improve the tolerance of additional
seen candidates. Such results support our assumption that by
considering the relations between classes, better generalisa-
tion is achieved.
Performance w.r.t. Number of Dominant Attributes An
important question is how many dominant attributes are suf-
ficient for the ZSR problem. In Fig. 3 (B), we show hit rates
of using from one dominant attribute up to 30 attributes.
It can be seen that our method can achieve steady perfor-
mance after adopting 20 dominant attributes. Using five and
ten dominant attributes for each instance on SUN and CUB
can still lead to acceptable hit rates.
Hyper-parameter Evaluations There are two main hyper-
parameters in our LIAD algorithm. K controls how many
latent attributes are sufficient, and γ balances the weight be-
tween visual and semantic spaces. In Fig. ??fig-hyperP, we
demonstrate how the two hyper-parameters can affect the
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Figure 5: Qualitative Results on SUN and CUB.

Table 3: Comparison with state-of-the-art methods on con-
ventional ZSL settings.

Method Attributes SUN CUB
DAP (Lampert, Nickisch, and Harmeling 2009) BA/- 72.0 - 40.3 -
ALE (Akata et al. 2013) BA/AA 74. 75.8 38.47 41.8
ESZSL (Romera-Paredes and Torr 2015) BA/AA 82.1 84.6 44.32 48.2
LatEm (Xian et al. 2016) BA/AA 81.5 83.2 45.08 47.6
CCA BA/AA 73.2 77.2 39.66 42.7
Ours BA/AA 82.9 85.8 43.95 50.2

ZSR performance. It can be seen that more latent attributes
are safer but not necessary to boost the performance. The
CUB requires a larger γ than that of the SUN. A larger γ
can also benefit the A2I scenario since the gallery tends to
be closer to the input dominant attributes.
Performance on ZSL classification Since the state-of-
the-art methods are classification-based, we also evaluate
whether the inferred attributes are useful for ZSL. Simply,
on the I2A scenario, we check whether the top-1 rank and
query image are from the same class. To verify the contribu-
tions of our augmented attributes (AA), we use conventional
binary attributes (BA) as baselines. As shown in Table
3, our results significantly outperform that of compared
state-of-the-art methods. Using AA can substantially boost
the performance for all of the methods.

Qualitative Results We provide some qualitative results in
Fig. 5, which are based on rank 5 using 20 dominant at-
tributes. Due to the length limitation, we can only show top
5 dominant attributes. As can be seen, our method can dif-
ferentiate very close instances that most of the dominant at-
tributes are shared.

Conclusion

This paper has introduced the ZSR problem. Using the pro-
posed framework, an unseen instance with several dominant

attributes can be retrieved in the gallery despite training ex-
amples of unseen classes being unavailable. By using word
embedding, we have successfully circumvented the require-
ment of expensive instance-attribute annotations at the train-
ing phase. Flexible augmented attributes were proposed to
encode either a singular word, multiple words, or an instance
described by dominant attributes. Such augmented attributes
have shown better generalisation than conventional ones.
Furthermore, the LIAD algorithm has been proposed to dis-
cover instance-sensitive latent attributes from general class-
attributes. On the SUN and CUB benchmarks, our method
has demonstrated prominent performance in both I2A and
A2I scenarios.

For future work, it is worth to investigate the ZSR per-
formance on conventional instance retrieval tasks. There are
two challenges which remain unsolved: 1) circumventing
annotation of test instances, and 2) improving the rank-
1 ZSR rates by removing misleading shared dominant at-
tributes. Our LIAD can also be applied for conventional ZSL
so as to achieve cheap instance attributes from the class-level
ones.
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