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Abstract

Collaboration between agents and players within games
is a ripe area for exploration. As with adversarial AI,
collaborative agents are challenged to accurately model
players and adapt their behavior accordingly. The task
of cooperation, however, allows for communication be-
tween teammates that can prove beneficial in coordi-
nating joint actions and plans. Furthermore, we pro-
pose extending established multi-agent communication
paradigms to include transfer of information pertinent
to player models. By querying goal and preference in-
formation from a player, an agent can reduce uncer-
tainty in coordination domains, allowing for more ef-
fective planning. We discuss the challenges as well as
the planned development and evaluation of the system.

Introduction
Virtual agents can take on many roles within games. Adver-
saries challenge players to learn, adapt, or improve skills.
More narrative-oriented agents develop plot through exposi-
tion. Likewise, agent teammates provide assistance toward
achieving a player’s goals. This last type of interaction holds
much potential for exploration for game AI researchers.

The task of collaboration in games can be posed in a va-
riety of ways, each with its own relevant work within the
AI community. From a purely agent-based perspective, it
can be described as a multi-agent system (Niazi and Hussain
2011) with the primary direction of coordinating toward the
completion of a goal. Removing any assumptions about a
teammate’s particular planning approach and belief system
sets it within the recent work in ad hoc autonomous agent
teams (Stone et al. 2010). The targeting of human-agent
teams requires the use of player modeling and, potentially,
theory of mind concepts regarding what beliefs a player may
have about the game state and also regarding his or her com-
panion(s) (Whiten 1991).

Planning-based approaches have found success in recent
years in various games. Orkin (2006) demonstrated the
capabilities of goal oriented action planning in the game
F.E.A.R. Hierarchical task networks have similarly been im-
plemented in the game Killzone 2 (Verweij et al. 2007).
Planning serves as an adaptive action control approach in
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contrast to more static approaches such as behavior trees
which are commonly used in games, one such example be-
ing Halo (Isla 2005).

This paper describes the current direction of work in plan-
ning techniques for collaborative agents for application in
games. Specifically, we discuss the challenges involved
in muti-agent planning under uncertainty of a teammate’s
goals, values, and planned course of action. Our proposed
approach leverages communication to request information
from the player in order to more effectively plan for assis-
tive behavior.

It should be noted that this work is still in its prelimi-
nary phase, with much of the intended progress to come
over the next couple of years. It builds upon a strong, well-
established theoretical foundation, however, and we have
observed promising results in our explorations into identify-
ing player models and adapting to situations where players
switch goals.

Related Work in Team Game AI
Due to the computational contraints within games, cooper-
ative behaviors have often been reduced to simple heuris-
tics or faked altogether. For example, Abraham and McGee
(2010) propose a dynamic teammate AI for the game Cap-
ture the Gunner; however, it depends largely on authored
behaviors dependent on where the player is in relation to
the teammate and opponent. Repenning (2006) developed
a diffusion heuristic for coordinating teams of agents for
broad application but relies on tuned factors and authored,
static behaviors for coordination. Additionally, some re-
cent work has focused on the extension of common game AI
approaches to support player-agent interaction, such as the
addition of collaborative actions to behavior queues (Cutu-
misu and Szafron 2009). A genre-specific categorization of
teammate approaches in games can be found in (McGee and
Abraham 2010). Furthermore, the authors provide discus-
sion on the relative sparsity of work on the topic, with much
left to do in the areas of inference and communication, two
key directions for our work.

As McGee and Abraham (2010) note, many AI teammates
simply support players by having and acting on the same
goal, without perceiving, predicting, or otherwise consid-
ering the player’s behavior. A functional, if illusory, tech-
nique for team AI has been to simply communicate agent
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actions. Lidén (2003) observes that agent teamates calling
out “Taking cover!” while ducking behind a wall or “Flank-
ing” while moving around a corner give the impression of
coordinated behaviors, even without any intentional effort
to do so. When such teammates are allied with the player,
it shifts the responsiblity of planning and executing the joint
action, whether it be giving suppressing fire or strafing the
opposite side of an enemy, onto the player.

In recent years, a few papers have laid groundwork for
truly collaborative agents, complete with goal inference and
decision-theoretic action selection. Nguyen et al. (2011)
proposed a system of modeling a player’s potential goals
as states within a Markov decision process (Bellman 1957).
This formulation allows for reasoning over possible transi-
tions between goals. As action policies were evaluated by
value iteration, the solution technique is rather limited to the
size of the state space. Macindoe (2012) implemented a sim-
ilar system, though adopting a partially observable Markov
decision process (POMDP) formulation as well as utilizing
a sampling-based solver for improved computation time and
scalability.

We leave work in multi-agent systems, communication,
modeling and other subjects related to the theoretical foun-
dations of this proposal for the Proposal and Challenges sec-
tions of this paper, as needed.

Proposal
We propose a system extending established decision-
theoretic communication work within the multi-agent teams
domain. A common framework for such problems is the
decentralized partially observable Markov decision prob-
lem (DEC-POMDP) (Bernstein, Zilberstein, and Immerman
2000). Much of the existing work in DEC-POMDPs re-
stricts communication to observation histories (Roth, Sim-
mons, and Veloso 2006) or sub-goal information (Goldman
and Zilberstein 2003). In domains where the agents operate
under identical state evaluation and planning, often no fur-
ther communication is necessary, though suggested actions
(Barrett et al. 2014), commitments, and reward/punishment
feedback (Goldman and Zilberstein 2003) among teammates
are occasionally discussed as additional options.

Specifically, we intend to add functionality for communi-
cating aspects of player models, such as preferences toward
goals or types of behavior. The intent of the work is to allow
an agent to query information from the player, in a similar
manner to (Roth, Simmons, and Veloso 2007), such that an
an agent teammate can more effectively plan its own pol-
icy to support or complement the player’s. The broader goal
is to explore communication as a strategy for reducing un-
certainty in the player’s model in addition to inference via
observation of behavior.

An initial version would likely restrict the space of goals
to simple functions over game state variables, for example
minimizing time to completion or maximizing number of
coins collected. In addition to inferring the importance of
various tasks via observing player actions, an agent could
decide to ask the player about his or her feelings toward a
state variable, which may be helpful early in a trial when few
observations have been made or under the circumstance that

the player’s behavior has been inconsistent with a potential
goal.

Evaluation
Along with implementing a prototype system, our task will
be to find a suitable evaluation domain. We will adapt an
existing game or design our own. For comprehensive eval-
uation, the game will need either multiple potential goals or
multiple ways to go about a goal. An agent’s task, then,
will be to infer or query the player for the set of preferences,
goals, or other model component and plan accordingly. Ini-
tial tests will use simulated humans with a static set of such
goals or utility values. Macindoe (2012) evaluated POM-
CoP in a similar manner, though the game limited the player
to one of three choices, which the simulated humans never
switched between. We hope to test within a domain that per-
mits the player to have multiple objectives. The space of
models comprised of any number of a set of objectives is
combinatorial in size, adding to the motivation for commu-
nication among teammates.

Once validated with agents, we will begin testing with hu-
man players. Many characteristics of play may give insight
into the performance and potential deficiencies of the sys-
tem. Particularly, we are interested in the time to converge
to a model, ability to form a coordinated plan, and compari-
son with human-human teams. As little directly comparable
work exists, the system will be compared against itself with
communication disabled as an evaluation of the benefit of
our communication layer.

Human-human teams may be difficult to analyze as a
comparator as a second human player may have his or her
own goals and preferences that may be in conflict with his
or her teammate. Comparing the performance of a second
human against that of an agent whose only goal is to sup-
port its teammate may be unfair. We could, of course, give
the agent its own utility function for independent goals, but
determining the relative importance of the agent’s personal
goals with respect to aiding the team is still plagued with
potential biases. Qualitatively, a questionaire would provide
information on how well a player feels his or her teammate,
agent or human, inferred his or her goals and adapted its be-
havior accordingly.

Challenges
The difficulties in building a comprehensive system for col-
laborating with humans are numerous. Through character-
izing these challenges, we intend to illustrate the potential
for research in this area. By no means is this list compre-
hensive, as such a task may entail tackling problems that are
rarely or never encountered within games. Instead, we focus
primarily on those of direct relevance to our proposed areas
of exploration.

Complexity
One of the foremost hurdles for multi-agent team decision
problems is computational complexity. Uncertainty on both
the player’s and the agent’s sides with regard to game state
and observation history within the game (what has or has
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not been perceived in the game) in MDP-based formulations
of games falls under the category of DEC-POMDPs. Even
with a finite horizon assumption for planners, the complexity
of finding an optimal joint policy is NEXP-complete (Bern-
stein, Zilberstein, and Immerman 2000).

Fortunately, it is often possible to reduce the computation
required by allowing simplifying assumptions and accept-
ing locally optimal solutions. For example, Nair et al. (Nair
et al. 2003) propose fixing teammate policies and search-
ing for locally optimal agent policies until an equilibrium is
reached, resulting in a significant reduction in computational
time. In the vein of simplifying the problem directly, pro-
viding an agent with player action and observation histories,
either via the game itself or free communication between
agent and player, can allow for scenarios to be posed as
single-agent POMDPs (Pynadath and Tambe 2002), which
have PSPACE complexity. POMDPs have had considerably
more advances than their decentralized counterparts and are
frequently solved via dynamic programming (Barto 1998)
or sample-based techniques (Silver and Veness 2010).

Recursive Modeling
A large contributor to the complexity of multi-agent plan-
ning is recursive modeling, particularly in adversarial sce-
narios. However, while Tambe (1995) and Gmytrasiewicz
and Durfee (1995) note the importance of recursive agent
modeling, the assumption of bounded rationality (Simon
1957) can often yield more human-like results (Pynadath
and Marsella 2005). At the far end of this extreme, Mundhe
and Sen (2000) observed that modeling other agents as be-
ing non-recursive and having fixed, probabalistic policies
can still lead to convergence to optimal policies in certain
domains. We hope to test various restrictions on recursive
modeling in order to further reduce the computational re-
quirements of our work.

Learning Player Models
Much work exists on the topic of player modeling. How-
ever, many common approaches, such as machine learning,
require a bulk of training examples that may require much
time to collect in a game. This can be handled by having
trained models from a variety of players prior to the instance
of play in question. Barrett et al. (2012) further outline a
procedure for incorporating current player data into a previ-
ously learned model via transfer learning. While this serves
as a potential solution to personalized teammate AI, we find
undesirable the need for prior data and the complicated na-
ture of blending in new data. For this reason, we prefer
to explore communication as a more direct and trustworthy
source of player model information.

Moreover, as a point of discussion, while modeling play-
ers is a key factor in the success of our approach, the partic-
ular models used are less of a focus than the communication
aspect of our research. We require only that the models be
formed in such a way that specific aspects can be queried,
for example by asking questions such as “How do you feel
about X?”, and that agents should be able to reason over the
uncertainty of inclusion or weighting of a component.

Progress
In preparation for the proposed system, our initial work has
explored adapting player models to Monte-Carlo tree search,
with comparison to value iteration in a partially observable
domain (Sarratt, Pynadath, and Jhala In press). Further-
more, various parameters of MCTS were shown to affect
belief convergence, which is valuable information for au-
thoring comparable AI systems. Identifying a player’s true
model from a set of potential models can, however, require
many observations of behavior. Planning under the uncer-
tainty of many potential player models is computationally
taxing and potentially limiting, given the real-time demands
of games. This motivates our communication extensions, as
direct discussions of player preferences may quickly reduce
the model space, allowing for more effective planning.

Furthermore, we have developed, but not yet submitted
for publication, a new approach to adjusting beliefs about
player intentions. The new method utilizes the nature of var-
ious tasks to enhance belief convergence. Reducing the time
for a collaborative agent to identify a change in a player’s be-
havior or intended goal allows for a more responsive change
in the agent’s policy.

Some of our early exploration in player modeling in-
volved estimating features of play from only very initial data
take from a player’s behavior. The general idea was to iden-
tify similar players using the initial data, then calculate ap-
proximations of the missing features using the other play-
ers’ data until enough data could be collected to create a full
model of the player. While the results were promising, the
approach required much existing player data and was only
useful until information from a variety of actions could be
captured. Given that preliminary information in gameplay
can be rather noisy, we suspect that communication over
preferences will prove to be much clearer oracle of eventual
behavior.

Conclusion
In summary, we present a plan of exploration within
collaborative game AI. Drawing from many of the es-
tablished results in related domains, we propose to use
communication to further the effectiveness of AI agents in
support of players. Agents will complete this specifically by
requesting information such that uncertainty in the player’s
preferences is reduced or eliminated, allowing for more
effective planning. Our projected timeline is as follows:

• Fall 2014 - Implement prototype of communication framework.
• Winter 2014 - Validate system in a controlled domain with sim-

ulated humans. Begin human trials.
• Spring 2015 - Complete comprehensive tests and publish results.
• Summer 2015 - Explore applications to related domains. Begin

dissertation.

With the completion of this project, we anticipate
numerous contributions both within the games research
community and for the broader AI audience. These include:

• Extension of communication work in multi-agent sys-
tems, previously limited to world state information.
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• Insight into the utlilty of communication in ad hoc set-
tings.

• Continued progress in collaborative AI for games.

• A novel approach to assistive technologies, with applica-
tions in domains such as robotics and human-computer
interaction.
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