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Abstract

Dilemma scenarios and knowledge of social values support
engaging and believable narrative gameplay. Previous work
in dilemma generation has explored scenarios involving util-
ity payoffs between two to three people. However, these mod-
els primarily require character relationships as preconditions,
and do not extend to more complex choices that relate only to
causes and values. This paper builds upon past work to create
an expressive model of dilemma categorization for player and
non-player characters.

Introduction
A dilemma is a literary device which forces a person to
make a difficult decision between two or more alternatives.
Dilemma scenarios have been used extensively in classi-
cal and modern literature, and have become an important
component of digital games and game design (Zagal 2009;
Mateas, Mawhorter, and Wardrip-Fruin 2015). These sce-
narios may be encountered or observed. A player that en-
counters a dilemma during play is able to analyze real-
world conflicts while avoiding stereotypical thought patterns
(Kemmer 2014). Conversely, someone who observes a sec-
ond party undergo a dilemma personalized to their moral
values may gain empathy and respect for that person (Up-
right 2002). The development of a system which is able to
reason about and generate personalized dilemmas with iden-
tifiable values in real time would support these dynamics.

In narrative conflict generation, dilemmas may be cate-
gorized as a type of internal conflict, which arises when a
character’s plan prevents (or fails in an attempt to prevent)
another one of their plans from succeeding (Ware and Young
2012). Related systems which consider the motivations of
individual characters have focused on the planning aspects
of agent or player conflict resolution, but often rely on ar-
bitrary hand-authored moral values (Si, Marsella, and Pyna-
dath 2006; Swanson and Jhala 2012; Szilas 2003; Ware and
Young 2014). Only one known system, GADIN, specifically
creates interactive narratives via adaptive dilemma genera-
tion (Barber 2008; Barber and Kudenko 2009). GADIN rec-
ognizes five core dilemma categories, which are described
in Table 1: betrayal, sacrifice, greater good, take down, and
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favor. Each dilemma is meant to represent a conflict of util-
ities, which are domain-specific “scores” that reflect the as-
sumed positives and negatives of any state in the story-world
for each character. For example, betrayal is a conflict be-
tween a high utility for the self and a low utility for a friend.
Notably, favor is the only category where there is no dis-
cernible benefit to the self. In such a scenario, the decision
impacts the utilities of the two characters involved.

The same authors describe a user model for adaptive
dilemma generation, which takes the following player traits
into consideration: honesty, responsibility, faithfulness, self-
ishness, strength of character, morality, values related to
character relationships, and the strength with which the
player holds each of their principles1 (Barber 2008). Be-
cause it can adjust weights for these values based on user
actions, the authors claim their system will present dilem-
mas likely to result in the most difficult decision for the user.

The GADIN system provides an important foundation for
adaptive dilemma generation. However, while this frame-
work may generate dilemmas similar to those found in soap
operas, it fails to map to some morality decision points fea-
tured in narratives and contemporary games. For example,
one might have to decide whether to save their life’s work,
or protect their home from destruction. This is not necessar-
ily a conflict between character utilities, but between values.
One way to model this situation might be to extend the favor
scenario to include story entities beyond characters.

Another limitation of the GADIN system is that conflicts
are described or reduced to be in terms of two people: either
the self and an enemy or a friend, or between two people
besides the self. Barber and Kudenko claim that “a decision
on a dilemma involves only two recipients of direct differing
utility payoffs. Other dilemmas can be reduced to this form”
(Barber and Kudenko 2009). However, when considering
dilemmas between more than two individuals, this strategy
fails to represent all possible scenarios without information
loss. Additionally, there is no means of representing a choice
between how a person - whether enemy or friend - is helped,
or destroyed. The possibility of unclear relationships further
hinders accurate dilemma categorization.

1Principles are individual-specific values. For instance, a char-
acter may have a “not stealing” or “not drugging” principle that
influences whether they decide to commit a crime. Only one crime
is associated with each principle.
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Finally, there is no given justification in current dilemma
generation systems for the modeled user values. This ap-
proach is in direct contrast to psychology theory which has
identified universal values that are consistently recognized
across cultures (Schwartz 2012). Because the values and cat-
egories presented in the GADIN framework appear to be
system-specific, it is unlikely to accommodate all individ-
uals and cultures.

Mawhorter and others have been working on another in-
teractive choice generation system, Dunyazad, which “dy-
namically builds choices with the goal of achieving spe-
cific poetic effects (Mateas, Mawhorter, and Wardrip-Fruin
2015). The goal of Dunyazad is to estimate the poetic effects
of the choices it creates, by assuming that the player will
be invested in certain goals and values. This type of system
would also benefit from an underlying model of universal
player values.

Battaglino et al. have investigated how narrative charac-
ters might be driven by values, and how factors like emo-
tions and social appraisal might influence decision-making
(2012; 2014). While developing a complete representation
for elements such as agent planning, emotional state, per-
sonality, mood, and so on is beyond the scope of this paper,
we aim to explore scenarios and factors in existing game
dilemmas that have not been fully recognized. For exam-
ple, the perceived dependability of the agent presenting the
dilemma or that of calculated utilities could play a role in
one’s decision (e.g.,“Tim says I might lose my job, but I
don’t trust him”). By considering dilemma as an intricate
narrative device, we hope to contribute toward a compre-
hensive dilemma model. The goals of this paper are to (1)
develop a more expressive model for dilemma generation
in digital games grounded in social psychology theory and
(2) conduct a preliminary evaluation to determine whether
this model represents a wider variety of dilemma choices in
hand-authored games.

Background
Schwartz identified ten basic values that all cultures rec-
ognize, and developed a theory which explains how these
values are related (Schwartz 1992; 1994; 2006). This “The-
ory of Basic Human Values” has been found to be consis-
tently reliable, unlike other value systems which have been
criticized and have fallen into disuse (Beatty et al. 1985).
Schwartz values can be organized on a motivational contin-
uum, which provides a means of insight as well as predictive
power for individual decision making, attitudes, and behav-
ior (Figure 1).

More recently, Schwartz and others have proposed a
nineteen-value system by expanding some of the original ten
(Schwartz 2012). These values are:

• Self-direction-thought: Freedom to cultivate one’s own
ideas and abilities.

• Self-direction-action: Freedom to determine one’s own
actions.

• Stimulation: Excitement, novelty, and change.

• Hedonism: Pleasure and sensuous gratification.

• Achievement: Success according to social standards.
• Power-dominance: Power through exercising control over

people.
• Power-resources: Power through control of material and

social resources.
• Face: Security and power through maintaining one’s pub-

lic image and avoiding humiliation.
• Security-personal: Safety in one’s immediate environ-

ment.
• Security-societal: Safety and stability in the wider society.
• Tradition: Maintaining and preserving cultural, family, or

religious traditions.
• Conformity-rules: Compliance with rules, laws, and for-

mal obligations.
• Conformity-interpersonal: Avoidance of upsetting or

harming other people.
• Humility: Recognizing one’s insignificance in the larger

scheme of things.
• Benevolence-caring: Devotion to the welfare of ingroup

members.
• Benevolence-dependability: Being a reliable and trust-

worthy member of the ingroup.
• Universalism-concern: Commitment to equality, justice,

and protection for all people.
• Universalism-nature: Preservation of the natural environ-

ment.
• Universalism-tolerance: Acceptance and understanding

of those who are different from oneself.

Conflicts arise when similarly-ranked values are revealed
to be incompatible. For instance, consider how GADIN’s
dilemma types can be modeled using this system. Betrayal
and sacrifice may be conflicts between benevolence and a
value of self-interest (such as security-personal). Similarly,
greater good and take down scenarios may be conflicts be-
tween a value of self-interest (e.g., face) and the threat posed
by the enemy (e.g., security-societal). A favor may be sim-
ply a conflict between relationship values, but it could also
be one of competing Schwartz or individual values.

GADIN’s player trait variables may be represented with
Schwartz values as well. Honesty and faithfulness are com-
ponents of benevolence-dependability, while responsibility
for actions aligns with conformity-rules and universalism-
concern. Strength of character and morality are not for-
mally defined, but are assumed to be measures of the user’s
value ranking consistency, and the user’s alignment toward
society’s value ranking, respectively. The latter is particu-
larly abstract, and may simply be linked to the author’s idea
of what morality means (which is likely a combination of
conformity-rules, benevolence, and universalism).

Intriguingly, the Theory of Basic Human Values provides
a means to create dilemmas beyond the capability of the
GADIN system. An example might be the choice between
helping any entity which supports one of your cherished val-
ues at the expense of yourself. This entity does not need to
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Figure 1: Continuum of related motivations formed by the original ten universal values. The proximity between values indicates
similarity of underlying motivations.

Name Description
Betrayal Help self at expense of friend
Sacrifice Help friend at expense of self
Greater Good Help self and enemy
Take Down Destroy enemy at expense of self
Favor Choose between two characters

Table 1: Dilemma types used in the GADIN system (Barber
2008).

be a friend or enemy; it may be an acquaintance, or not even
a person. If we make use of the Theory of Basic Human
Values, character relationships remain useful but are not al-
ways necessary to establish a dilemma, and a larger variety
of personalized dilemma scenarios that resonate across cul-
tures may be generated as a result.

Approach
Overview
This paper extends Barber’s dilemma categories by applying
the Theory of Basic Human Values, expanding the definition
of a cherished entity, and by providing a means for a charac-
ter to be adverse to an entity, value, or action. The model pre-
sented here, EGAD (the Expressive Game Dilemma model),
enables both encountered and observed dilemma generation,
and thereby supports more believable, compelling, and use-
ful story worlds.

Prior work has established that creative literary devices
possess key properties, such as coherence, novelty, and
usefulness (Newell, Shaw, and Simon 1962; Boden 1998;
Harmon 2015). Building on these ideas, EGAD assumes that
a successful literary dilemma should be:

• Novel: the generated scenario should be a fresh set of cir-
cumstances to ensure continued engagement. To ensure
novelty, an EGAD system never uses the same exact sce-
nario at the same level of tension twice. The same values
may, however, be involved in multiple dilemmas.

• Coherent: the reader must be able to clearly understand
the choices presented, and why the situation is difficult
to resolve. EGAD systems build each dilemma by refer-
ring to universal values, and generate a maximum of four
choices in each scenario to minimize cognitive load.

• Apt: the dilemma should appropriately fit the context
within which it lives. An EGAD system builds each
dilemma using input from the story world.

• Meaningful: the dilemma should reveal something impor-
tant about the character making the choice. EGAD sys-
tems always generate choices between values. Once a de-
cision is reached, the decider thus reveals what they truly
care about.

Unpredictability, while not essential to a successful
dilemma, may also be an important part of keeping literary
devices like dilemma scenarios interesting (Barber 2008).
By modeling hidden values and choices (described in the
next section), EGAD provides the possibility of surprising
both the person who encounters the dilemma, and anyone
who observes the encounter.

A subset of unpredictability is suspense, or “uncertainty
about a particular outcome (on the part of the audience),
where the outcome is significantly desirable or undesir-
able” (O’Neill and Riedl 2014). An EGAD system generates
dilemmas with regard to the current level of narrative tension
and expected suspense. Uncertainty about individual factors
(e.g., choice trust and giver trust) is also emphasized as an
important part of the dilemma’s design.
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Figure 2: Sample output from the implementation example.

Model
Definitions As in (Karsdorp et al. 2012), we will refer to
agents that have intentions and can perform actions as ac-
tors. An entity is defined as any actor, prop, location, or con-
cept within the context of the story-world. Let Z be our main
character, an entity of type actor. Z will be the decider: the
entity that resolves the dilemma.

Z may cherish or be adverse to values. Values include
Schwartz values, a goal that Z wants to see achieved, or any
entity. From the perspective of Z, each entity x1, x2...xn in
the story-world (including Z) may embody any number of
additional values.

We will refer to Z’s cherished values as L, Z’s despised
values as D, and values of unknown importance to Z as U .
If the summed lengths of the lists L, D, and U are zero, Z
does not value anything, and a dilemma cannot be generated
for Z.

An action is a response by an entity to some initiating
event, and a dilemma is when Z must choose between two
or three proposed choices (consisting of one or more ac-
tions). When making a decision in a dilemma, any action by
Z serves to preserve or reject a value or set of values, which
may be in the form of an entity or another action. The net
weight of an action (or choice) is the quantity which repre-
sents what is at stake and what is to be gained relevant to one
or more deciders for that action (or choice). Z can perceive
a different net weight than others, but might still account for
the appraisal of others in the decision.

Tension is a measure of dilemma severity. The greater the
tension, the higher the stakes of the choices. Over the course
of a narrative, tension may rise and fall.

The giver is the entity who presents the dilemma, and
giver trust represents the giver’s perceived dependability ac-
cording to Z. Z’s perception of the giver’s dependability, of
course, may be inaccurate. Hidden values are values which
the giver hides from Z, which may be revealed later in the
story. Hidden choices are options that may be hidden from
Z or the reader of the story. Choice trust represents the ex-
pected probability that the net weight for a given choice is
accurate. A negative, zero, or positive choice trust implies
the perceivable net weight is actually lower, an exact match
of, or higher than the actual value.

EGAD’s Dilemma Types There are three basic types of
choice for a decider: help, harm, or ignore. A help (harm)
choice supports (rejects) one or more values. The decider
may also ignore/refuse the giver or the perceived choices.

Using these basic unit choices, we can build compound
choices. For instance, if a dilemma consists of two help

choices for distinct elements a, b ∈ L, then Z must decide
which of a or b to help. This may be analogous to Barber’s
favor (Barber 2008). However, in EGAD, the method of help
is another factor which may influence Z’s decision. If a = b,
Z must choose how to help something that Z cherishes. If
a 6= b, Z must choose who to help. How Z helps each char-
acter may be an additional factor in the decision.

If we assume dilemmas consist of two choices, the possi-
bility space then becomes:

• Help a, for a ∈ [L, U ]
• Harm d, for d ∈ [D]
• Ignore/refuse the giver or choices
• Choose which a to help, for a ∈ [L, U ]
• Choose which d to harm, for d ∈ [D]
• Choose how to help a, for a ∈ [L, U ]
• Choose how to harm d, for d ∈ [D]

Dilemmas consisting of three choices may be formed by
combining a help (harm) compound choice with a harm or
ignore (help or ignore) unit choice, or by combining any of
the three unit choices with replacement. Dilemmas of four
or more options may similarly be generated by combining
these base choices. The ignore option must be used only
once, if at all, in a generated dilemma with a single giver.

It is unlikely that Z would want to harm an element of
L (or U , depending on the context). It is also unlikely they
would want to help an element of D. However, some situa-
tions may require the decider to do so. In such forced sce-
narios, the decider may be faced with additional dilemma
options:

• Harm a, for a ∈ [L, U ]
• Help d, for d ∈ [D]
• Choose which a to harm, for a ∈ [L, U ]
• Choose how to harm a, for a ∈ [L, U ]
• Choose which d to help, for d ∈ [D]
• Choose how to help d, for d ∈ [D]

Forced choices are special, because a non-chaotic Z
would ordinarily never pursue them. It would not be a
dilemma if the decider simultaneously confronted forced
and free (unforced) choices.

Lastly, it is important to note that these base components
of dilemma may overlap. Helping a cherished entity, for ex-
ample, may cause the implicit support of a despised value. A
fully-developed implementation of the EGAD model should
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ideally acknowledge relations between actions, states, and
events.

Implementation Example
It is possible to construct many dilemma generation systems
which rely on the EGAD model. Each may have unique re-
quirements, such as a constraint on which values a character
may have to choose between over the course of a story. The
following section demonstrates one such system, but does
not attempt to encapsulate all EGAD-based systems.

In this example implementation, we will demonstrate a
simple, generic dilemma generation system for a player Z.
Dilemma information is encoded using a knowledge repre-
sentation framework that enables actor reasoning over hypo-
thetical timelines. Dilemmas are generated by way of three
phases: actualization, elaboration, and realization.

Actualization To run, the generator must be provided with
story context. This includes actor information and goals, cur-
rent locations of all entities, information specific to the de-
cider (such as the lists L, D, and U ), as well as information
related to the current tension and scene.

During actualization in this example, the system decides
the actions Z may take in response to the dilemma, the en-
tities and values that will be involved in the dilemma, and
the giver. The giver is decided randomly between Z and any
existing actor in the D list. If the giver is an element of D,
the situation may be considered forced; otherwise, it is free.

This example system decides, at random, whether the
dilemma will consist of two or three choices. The types of
choices that can be generated depend on the size of L, D,
and U . If all lists are empty, no dilemma is generated. If U
and L are empty, no actions which involve elements of these
lists may be taken (such as free help actions). If D is empty,
no action which involves D elements may be taken (e.g., ac-
tions labeled as free harm). Choices are then selected based
on the available action types, and populated with values for
a or d at random.

Elaboration During the elaboration phase, we add detail
to each choice. A choice need only involve one, but may
include multiple actions. Any action that an entity can take
should contain a list of associated consequences which spec-
ify the supported or rejected values. (A more complex sys-
tem might incorporate branching consequences using a tree-
like structure.)

The story context and the dilemma outline created during
actualization indicate which actions might be chosen to re-
spond to a new initiating event. For instance, for a decider to
encounter a dilemma over having an affair, they must have
at least one partner as a precondition.

Finally, this example system adjusts the severity of the
dilemma to match the current narrative tension. Part of the
story context may include a list of weighted Schwartz val-
ues. These weights are adjusted relative to some audience’s
cultural context. As the tension rises, actions with values that
increase in cultural importance may have a greater probabil-
ity of being chosen. We can also change the stakes to match
the tension. As an example, dilemmas of honesty might oc-

Judges GADIN EGAD
(1,5) 0.60 1.00
(1,4) 0.60 1.00
(1,3) 0.40 0.85
(1,2) 0.80 1.00
(2,5) 0.50 1.00
(2,4) 0.50 1.00
(2,3) 0.50 0.85
(3,5) 0.70 0.85
(3,4) 0.50 0.85
(4,5) 0.80 1.00

Average 0.59 0.94

Table 2: Percent agreement between each pair of judges, and
the average pairwise percent agreement. Statistics such as
Fleiss’ kappa could not be used in the evaluation due to high
agreement between judges in Group 2.

cur when tension is low, while life-or-death situations may
be more likely to occur at the story climax.

Realization During realization, the generator constructs
a full scene based on the generated dilemma information.
Sample output for the system described here is shown in Fig-
ure 2, which describes a scenario with a friend (“Vance”)
and an enemy (the sorcerer). This system relies simply
on grammar-based text generation for realization, but more
elaborate realizers are possible.

Evaluation
To analyze the expressive power of the EGAD model, two
hundred dilemmas were identified in contemporary games.
A random sample (n=20) of these dilemmas was chosen,
which contained dilemmas from the following games: Far
Cry 2, Final Fantasy VI, Heavy Rain, Life is Strange, Mass
Effect (1, 2, and 3), Oni, The Elder Scrolls V: Skyrim, Suido-
ken II, The Walking Dead, The Witcher (1 and 2), and Under-
tale. Refer to Figure 3 for an example of a dilemma chosen
in the random sample.

Ten participants who had attained at least a college-level
education were recruited for the evaluation, and split into
groups of five individuals each. Group 1 was trained to un-
derstand the GADIN model, while Group 2 was trained to
understand the EGAD model of dilemma categorization.
The judges each took an individual survey, in which they
were asked if the model they learned could adequately de-
scribe each of the twenty dilemmas. Overall, the majority
determined six of the twenty dilemmas could not be repre-
sented using GADIN, but found the EGAD model was suf-
ficient in each case. More disagreement occurred between
judges when trying to fit the GADIN model to each sce-
nario. The pairwise percentage agreement values are shown
in Table 2.

Certain scenarios were found to be especially difficult
for participants when trying to fit the GADIN model. Most
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Figure 3: This dilemma from The Walking Dead was chosen as part of the random sample. The player must choose whether to
give or not give a gun to Irene, a non-player character. Giving Irene a gun fulfills her request and gives her the ability to kill
herself, as she desires. It is also likely that she has been infected, and her being alive thus poses a threat to the group (although
the main character seems to think there may be a chance she can get help). However, she appears to be emotionally unstable,
and her actions are unpredictable. She may attract more enemies with the sound of the gunshot, or betray you and fire at you, or
the group. You may choose to ignore the choice, but hesitation may further aggravate Irene. This is a complex scenario which
forces the player to consider not just who, but how to help. It also emphasizes the need for modeling ignore actions, giver trust,
and choice trust.

frequently, GADIN failed to represent dilemmas between
methods, rather than characters. Other problematic scenar-
ios occurred when a decision was being made about a char-
acter of unknown relationship value, or when GADIN util-
ities misrepresented or were insufficient in representing all
possible positives and negatives in the story-world.

Discussion
EGAD is the first attempt at applying the Theory of Basic
Human Values to dilemma generation. A random sample of
twenty game dilemmas was used to compare the expressive
power of the EGAD and GADIN models. Although prelim-
inary, the results suggested that EGAD is able to represent
a wider variety of player dilemmas than the GADIN sys-
tem. The target application of the present study is narrative
games, rather than interactive narrative generation. One di-
rection for future work might be to determine how players
perceive dilemmas generated by each model.

While Schwartz values have consistently been found to
resonate across cultures, they may not necessarily contribute
to all game dilemmas. There may also be game-specific
values that appear only in the context of digital world in-
teraction. (One example of a game-only value might be a
player’s devotion to portraying a character accurately in a
role-playing game.) Further, EGAD emphasizes values as
primary components in dilemma categorization. In the fu-
ture, EGAD might be extended to more thoroughly support
additional dilemma components.

Previously, GADIN was used to generate adaptive dilem-
mas for players by simply incrementing or decrementing
user traits after each decision was made. At present, it is

unknown whether this procedure is sufficient to model dy-
namic player values. Some players may make more com-
plex decisions, such as choosing an option only when certain
values are activated together. While an improved adaptive
dilemma generation system for players is beyond the scope
of this paper, the results presented here and work in psychol-
ogy theory suggests that modeling Schwartz and narrative
game values may expand the domain of generated dilemmas
and provide a higher confidence of universal applicability.
Future work should explore implementations of this model,
and build toward an improved understanding of the factors
involved in game dilemmas.

Acknowledgments
Special thanks to Arnav Jhala for supporting the pursuit of
this research.

References
Barber, H., and Kudenko, D. 2009. Generation of adaptive
dilemma-based interactive narratives. IEEE transactions on
computational intelligence and AI in games 1(4):309–326.
Barber, H. 2008. Generator of Adaptive Dilemma-based In-
teractive Narratives. Ph.D. Dissertation, University of York.
Battaglino, C., and Damiano, R. 2012. Emotional appraisal
of moral dilemma in characters. In International Confer-
ence on Interactive Digital Storytelling, 150–161. Springer
Berlin Heidelberg.
Battaglino, C.; Damiano, R.; and Dias, J. 2014. Telling
the difference between asking and stealing: Moral emotions
in value-based narrative characters. In Seventh Intelligent
Narrative Technologies Workshop, 60–63.

181



Beatty, S. E.; Kahle, L. R.; Homer, P.; and Misra, S. 1985.
Alternative measurement approaches to consumer values:
The List of Values and the Rokeach Value Survey. Psychol-
ogy and Marketing 2(3):181–200.
Boden, M. A. 1998. Creativity and artificial intelligence.
Artificial Intelligence 103(1):347–356.
Harmon, S. 2015. FIGURE8: A novel system for gener-
ating and evaluating figurative language. In Proceedings of
the Sixth International Conference on Computational Cre-
ativity, 71–77.
Karsdorp, F.; van Kranenburg, P.; Meder, T.; and van den
Bosch, A. 2012. Casting a spell: Identification and ranking
of actors in folktales. In Proceedings of the Second Work-
shop on Annotation of Corpora for Research in the Human-
ities (ACRH-2), 39–50. Edicoes Cilibri.
Kemmer, M. 2014. The politics of post-apocalypse: Inter-
activity, narrative framing and ethics in Fallout 3. In Sedl-
mayr, G., and Waller, N., eds., Politics in Fantasy Media:
Essays on Ideology and Gender in Fiction, Film, Television,
and Games, 97–117. Jefferson, NC: McFarland.
Mateas, M.; Mawhorter, P.; and Wardrip-Fruin, N. 2015. In-
tentionally generating choices in interactive narratives. In
Proceedings of the Sixth International Conference on Com-
putational Creativity, 292–299.
Newell, A.; Shaw, J. C.; and Simon, H. A. 1962. The pro-
cesses of creative thinking. In Gruber, H. E.; Terrell, G.; and
Wertheimer, M., eds., Contemporary approaches to creative
thinking: A symposium held at the University of Colorado,
63–119. New York, NY: Atherton Press.
O’Neill, B., and Riedl, M. 2014. Dramatis: A computa-
tional model of suspense. In Proceedings of the 28th AAAI
Conference on Artificial Intelligence, 944–950.
Schwartz, S. H. 1992. Universals in the content and structure
of values: Theory and empirical tests in 20 countries. In
Zanna, M., ed., Advances in experimental social psychology,
volume 25, 1–65. New York: Academic Press.
Schwartz, S. H. 1994. Are there universal aspects in the
content and structure of values? Journal of Social Issues
50:19–45.
Schwartz, S. H. 2006. Les valeurs de base de la personne:
Thorie, mesures et applications. Revue Franaise de Sociolo-
gie 47:249–288.
Schwartz, S. H. 2012. Refining the theory of basic indi-
vidual values. Journal of Personality and Social Psychology
103(4):663–688.
Si, M.; Marsella, S. C.; and Pynadath, D. V. 2006. Thes-
pian: Modeling socially normative behavior in a decision-
theoretic framework. In Proceedings of the 6th International
Conference of Intelligent Virtual Agents, 369–382.
Swanson, R., and Jhala, A. 2012. Rich computational model
of conflict for virtual characters. In Proceedings of the 12th
International Conference of Intelligent Virtual Agents, vol-
ume 7502, 502–504.
Szilas, N. 2003. IDtension: A narrative engine for interactive
drama. In Proceedings of the Technologies for Interactive

Digital Storytelling and Entertainment (TIDSE) Conference,
volume 3, 1–11.
Upright, R. L. 2002. To tell a tale: The use of moral dilem-
mas to increase empathy in the elementary school child.
Early Childhood Education Journal 30(1):15–20.
Ware, S. G., and Young, R. M. 2012. Validating a plan-based
model of narrative conflict. In Proceedings of the Inter-
national Conference on the Foundations of Digital Games,
220–227. ACM.
Ware, S. G., and Young, R. M. 2014. Glaive: A state-space
narrative planner supporting intentionality and conflict. In
Proc. of the 10th Conference on AI and Interactive Digital
Entertainment (AIIDE).
Zagal, J. 2009. Ethically notable videogames: Moral dilem-
mas and gameplay. In Proceedings of DIGRA 2009: Break-
ing new ground: Innovation in games, play, practice and the-
ory.

182




