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Abstract 
Human performance experiments are often conducted online 
with the help of paid crowdworkers and citizen scientists. 
This approach produces reliable data, but there are concerns 
that the inevitable loss of control that accompanies online 
experimentation might confound results. Researchers have 
therefore spent time considering how to regain control and 
mitigate the effects of confounds. In this abstract we argue 
that confounding factors in online work can be put to novel 
use, giving us insight into research questions we might 
otherwise be unable to answer. 

Insight through the unexpected 
Paid-for crowdsourcing platforms like Amazon’s 
Mechanical Turk have been used alongside purpose-built 
platforms like Lab in the Wild to obtain experimental data 
in human performance studies (Kittur, Chi, & Suh, 2008; 
Komarov, Reinecke, & Gajos, 2013).The environments in 
which these studies are run are unpredictable and do not 
share the characteristics or behavioural norms of 
laboratories. While this is a potential threat to validity, we 
argue that the ‘wildness’ of online studies affords 
opportunities to gain new insights into behaviour that 
would not be possible in the lab.  

Running research studies online requires researchers to 
sacrifice a degree of control. Efforts have been made to 
compensate for this by adjusting tasks to, for instance, 
reduce satisficing behaviour (Kapelner & Chandler, 2010). 
In paid-for crowdsourcing settings, money can also be used 
to effect greater control over behaviour (Mason & Watts, 
2010). The idea is to mitigate the loss of control in order to 
retain some of the qualities of lab work. 

We think that for some research questions this approach 
does not play to the strengths of crowd-based research. 
Rather than attempt to minimise confounding factors in an 
environment where researchers have little control, we think 
that the behaviours people exhibit during online 
participation have the potential to be put to good use in 
naturalistic experiments. Potential confounds can be 
measured and used as covariates, but, more interestingly, 

they can also be installed as an integral part of an 
experiment’s research objectives. 

Our own work provides an illustration of this approach. 
We have previously found that when completing online 
experiments, people often interrupt themselves to perform 
other tasks (Gould, Cox, & Brumby, 2013). This should be 
concerning. Even short interruptions disrupt performance 
and increase the prevalence of errors (Altmann, Trafton, & 
Hambrick, 2013; Altmann & Trafton, 2002). For human 
performance tasks using, for example, reaction times this 
kind of behaviour can affect results in unpredictable ways. 

One can measure this and perhaps compensate for it. Or 
one can view it as behaviour that can be put to work to 
attack traditional problems in novel ways that deliver new 
insights. If online participants frequently interrupt 
themselves to perform other tasks, this gives us the chance 
to study the effect of real and meaningful interruptions on 
performance. This has the potential to give us more insight 
into natural multitasking behaviour than we can achieve 
with laboratory tasks that are unlikely to be meaningful or 
important to them. In this way we can begin to understand 
people’s natural multitasking habits through the lens of 
traditional laboratory measures. 

The challenge is to develop measures in an environment 
where people make use of a variety of devices and 
platforms that researchers have little control over. 
Browser-based tasks are often limited in the extent to 
which they can inspect system-level activity. Installed apps 
present compatibility issues (although app stores can help 
in this regard: see (Böhmer, Lander, Gehring, Brumby, & 
Krüger, 2014). Without developing browser add-ons or 
standalone software, some measures might need to be 
inferred from activity metrics like idle time time (Mao, 
Kamar, & Horvitz, 2013) or the development of interaction 
methods that would be unnecessary in the lab. 

We think that developing this approach has the potential 
to increase the reliability of online experiments, tell us 
something about online participants and delivery novel 
insights that could not be uncovered with traditional 
situated or laboratory investigations. It also has the  
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