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Abstract

We develop a flexible reward plan to elicit truthful pre-
dictive probability distribution over a set of uncertain
events from workers. In our reward plan, the principal
can assign rewards for incorrect predictions according
to her similarity between events. In the spherical proper
scoring rule, a worker’s expected utility is represented
as the inner product of her truthful predictive probabil-
ity and her declared probability. We generalize the inner
product by introducing a reward matrix that defines a re-
ward for each prediction-outcome pair. We show that if
the reward matrix is symmetric and positive definite, the
spherical proper scoring rule guarantee the maximiza-
tion of a worker’s expected utility when she truthfully
declares her prediction.

Introduction

Mechanism design is a subfield of game theory and mi-
croeconomics that studies how to design mechanisms for
good outcomes even when agents act strategically. Recently,
mechanisms for eliciting or aggregating information about
uncertain events from agents is becoming a common re-
search topic due to the expansion of prediction markets and
crowdsourcing (Conitzer 2009; Chen and Pennock 2010;
Law and Ahn 2011; Sakurai et al. 2013).

Prediction mechanisms aggregate forecasts of future
events from agents to accurately predict uncertain events.
Strictly proper scoring rules incentivize an agent to truth-
fully reveal her predictive probability distribution over un-
certain events (Gneiting and Raftery 2007; Savage 1971). A
variety of strictly proper scoring rules has been developed
for cases where only one alternative event occurs. In such
existing rules, a principal rewards an agent for predicting
events that actually happened.

In this paper, we consider a reward plan with which
a requester can flexibly design based on the similar-
ity among categorical events/alternatives and generalize a
strictly proper scoring rule to realize this idea. Using them,
the requester can set rewards for events that have not ac-
tually occurred. He can also give different reward amounts
for different non-actual events, based on the similarity to
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the actual event. Predicting one outcome among categori-
cal events/alternatives is a well-known task, such as image
labeling problems in crowdsourcing services. The similar-
ity among categorical events is determined based on a re-
quester’s subjective view in contrast to the case of predicting
the outcome of continuous values. We focus on the structure
of a worker’s expected utility of the spherical proper scor-
ing rule. The original spherical proper scoring rule had a
diagonal reward matrix that only gives a reward when the
worker’s prediction matches the real outcome. We general-
ize it by introducing a non-diagonal reward matrix, where
a non-diagonal element represents the payment for a pre-
diction different from the actual outcome. We show that the
worker’s expected reward maximizes by truthfully declaring
her predictive probability distribution if the reward matrix is
symmetric and positive definite. Then we compare our rule
with the original spherical proper scoring rule in terms of the
variance of rewards obtained by workers.

Preliminaries

We explain the model of our problem settings. E is defined
as a set of categorical events/alternatives and assume |E| =
m < ∞. Exactly one event i ∈ E will occur in the future.
The predictive probability distribution of a worker over E is
an m-tuple p = (p1, . . . , pm), which means that she predicts
that the ith event will occur with probability pi. 0 ≤ pi ≤ 1
for any i and

∑
1≤i≤m pi = 1 have to be satisfied. Based

on a worker’s predictive probability distribution over E, she
declares her prediction q = (q1, · · · , qm) to a requester. q
may not equal p, since a worker may strategically choose q.

Reward function r(·) takes declaration q as input and re-
turns r(q) as a reward. ri(q) ∈ R represents the reward for
the occurrence of the ith event. When her prediction is p and
her declaration is q, A worker’s expected utility u(p,q) is
given by u(p,q) =

∑
1≤i≤m piri(q) = p · r(q).

The strictly proper scoring rules have been proposed to
give an incentive for each worker to truthfully declare her
prediction. There exists a variety of strictly proper scoring
rules. We introduce the spherical proper scoring rule which
is known as a representative example.

Definition 1 (Spherical proper scoring rule). A spherical
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proper scoring rule is defined by

ri(q) = α
qi√∑

1≤j≤m q2j

,

where α indicates the maximum amount of the scores.

Generalized spherical proper scoring rule

We first define a matrix to represent a reward plan deter-
mined by a requester based on the similarity among alterna-
tive events.
Definition 2 (Reward matrix). We define an m × m re-
ward matrix as A. A diagonal element of ai,i represents the
reward for correct outcomes, whereas the non-diagonal el-
ements of ai,j (j �= i) represent the reward of an incorrect
outcome.

If a requester gives no reward for events that did not occur,
he sets ai,j = 0 for any i �= j. If he guarantees non-negative
rewards, ai,j ≥ 0 must be satisfied for any i, j ∈ E.

We assume that this reward matrix A is symmetric and
positive definite, which enables us to define an inner product
with respect to the reward matrix. We can develop a reward
function that gives higher rewards to the worker whose dec-
laration is closer to the truthful declaration by introducing
this inner product. As examples of such reward functions,
we propose a new rule by generalizing the original spherical
proper scoring rule.
Definition 3 (Generalized spherical proper scoring rule).
We define the generalized spherical scoring rule for the i-th
event as

rAi (q) = α

m∑
j=1

qj
aij

||q||A ,

where α is the maximum amount of the scores.
Theorem 1. The generalized spherical scoring rule max-
imizes a worker’s expected utility when she truthfully de-
clares her prediction.

If a requester sets A = I where I is an m × m identity
matrix, this rule coincides with the original spherical proper
scoring rule.

We show an example to explain how to determine a
reward matrix to satisfy symmetry and positive definite-
ness. We assume that a worker predict whether it will
be sunny, overcast, or rainy on the next day, i.e., E =
{sunny, overcast, rainy}. If the next day’s weather next
day is overcast, he gives less reward for the the rainy pre-
diction than the sunny one because the incorrect prediction
causes him greater loss. For such case, the requester can de-
sign a reward matrix:

A =

(
1− s s 0
s 1− s− t t
0 t 1− t

)
.

Furthermore, we show sufficient conditions to satisfy the
following: (i) our rule improves the guaranteed minimum
reward (Th.2) and (ii) the variance of reward obtained by
our rule is lower than the variance of reward obtained by the
original rule (Th.3).

Theorem 2. Assume that a worker truthfully declares p =
(p1, p2, . . . , pm). We set k = argmin1≤i≤mpi and obtain the
following:
(1) rIi (p) > 0 implies rAi (p) > 0,
(2) rIk(p) ≤ rAi (p) for any i ∈ E.
Theorem 3. We assume that a requester sets x =
mini∈E ai,i in reward matrix A and let p = max1≤i≤m pi
for i ∈ E. For a worker who predicts p that satisfies

p(1− p)
(2p− 1)2

p2 + (1− p)2

>

(
p(1− p) +

(1− p)2

2

)(
(2x− 1) +

(1− x)

p

)

her variance is reduced:

V A(p) < V I(p)

holds.

Conclusion

We investigated a strictly proper scoring rule for truthfully
eliciting predictions over categorical events to allow re-
questers to determine a flexible reward plan based on his
subjective similarity among events. Future work will eval-
uate our rule for various tasks on MTurk and consider an
incentive mechanism that is more understandable for work-
ers.
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