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Abstract

We analyze crowdsourcing communities by creating a de-
tailed process for quantifying individual behaviour in online
environments. The key feature of our communities is their so-
cial interactions so we call these social crowdsourcing com-
munities (SCC). First, we derive factors based on actions cap-
tured about textual contributions. We interpret and name these
factors. Then we demonstrate their utility in predicting the
quality of team contributions. We capture the actions of mem-
bers using measurable variables and perform factor analysis
on these to produce factors of behaviour in SCCs (i.e. dimen-
sions of behaviour). We derive factor scores for each member.
An abstract notion of teams is used that is based on the social
interactions. Team scores are then determined by the aggrega-
tion of the individual factor scores. The relationship between
the team-level factor scores and the quality of contributions
made by each team are then used as a proxy for team effec-
tiveness. We found that member behaviour has three dimen-
sions/factors: Impact, Activity, Policing/Rowdiness and there
is a linear relationship between a team’s contribution qual-
ity and their Impact scores. We also found a moderate neg-
ative linear relationship between the smallest Activity scores
in each team with the quality of their individual contributions.
This shows that teams that produce higher quality contribu-
tions tend to have higher total and maximum Impact score
with lower levels of Activity. Thus, we demonstrate that prop-
erly aggregated behavioural factors can predict the quality of
team-level contributions.

The way we behave says a lot about many aspects of
our lives, such as our personalities (McCrae and John 1998;
McCrae 2010), personal values and religiousness (Roccas
et al. 2002; Saroglou 2002), performance at our jobs (Sal-
gado 1997), and performance working in teams (Mount,
Barrick, and Stewart 1998; Lim and Ployhart 2004). There
is a clear relationship between the way we behave and other
aspects of our lives. Anthropologists, psychologists, sociol-
ogists, and many other social scientists have been investi-
gating this relationship for centuries. The Internet gave rise
to an opportunity for computer and data scientists to con-
tribute to this research. They analyze the behaviour of indi-
viduals in online environments by finding patterns that are
indicative of aspects of individuals’ life, such as personality
(Kalish and Robins 2006; Krause, James, and Croft 2010;
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Wehrli 2008; Quercia et al. 2011; Gosling et al. 2011;
Golbeck, Robles, and Turner 2011; Kosinski et al. 2014;
Kern et al. 2014), ability to work in teams (Yang and Tang
2004; Janhonen and Johanson 2011; Aldrich and Kim 2007),
interest and expertise in specific areas (Zhang, Ackerman,
and Adamic 2007), strength of relationships (Gilbert and
Karahalios 2009), and surfing behaviour and buying habits
(Awad, Khan, and Thuraisingham 2008; Hansen, Jensen,
and Solgaard 2004). Most researchers in this field focus
on quantifying and relating aspects of online behaviour to
online (or offline) aspects of individuals. This popular ap-
proach provides interesting insights that tend to be specific
in nature. Our approach draws upon more detailed data in
an attempt to acquire more holistic views of member be-
haviours.

We perform our analysis on a Social Crowdsourcing
Community (SCC). SCCs are crowdsourcing communities
where members have access to social features that allows
them to interact with each other. Interactions among mem-
bers of these communities produce digital footprints like that
of social networking platform1.

This paper answers three fundamental questions: How can
we quantify behaviour in an online environment? What are
the dimensions, i.e. factors, of the quantified behaviour one
such online environment, namely SCC? How do these fac-
tors relate to other aspects of individuals’ behaviour? We es-
tablish a standard process that helps in answering these ques-
tions for our and other online environments. Specifically, we
present a process for quantifying behaviour in SCC by first
defining what we mean by behaviour in this specific environ-
ment, present the process to arrive at its dimensions, i.e. fac-
tors, derive the factors, interpret their meanings, and show
their utility in predicting a team’s quality of contribution.

We achieve three outcomes. First, we present a standard
process to quantifying behaviour in online environments.
This process is sufficiently generic that it applies to future
studies, which will help develop an understanding of be-
haviour in various online environments in a systemic and
reliable way (see Section 2.2). Second, we derive, name,
and interpret the factors of behaviour in an SCC (see Sec-
tion 2.3). Finally, we show the presence of relationship be-

1(Zaamout and Barker 2017) provide detailed descriptions of
SCCs consistent with our definition.
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tween these factors and member actions (see Section 3) and
show the utility of these factors in predicting teams’ quality
of contributions (see Section 4).

These outcomes are important because they expand our
understanding of human behaviour, help improve product
or service recommendations, and help find potential threats
or problematic individuals in social networks. It is also im-
portant to SCCs where individuals collaborate to achieve a
common goal (Zaamout and Barker 2017). This is because
quantifying behaviour in SCCs and understanding its effect
on aspects, such as team work, team cohesion, quality of
contributions, etc., is critical to the success of social crowd-
sourcing communities.

This paper is organized as follows. Section 1 describes
the data and shows demographic information of members
of our SCC. Section 2 describes the process to arrive at the
factors of behaviours concerning textual contributions. Sec-
tion 3 demonstrates the relationship between our factors and
other aspects of behaviour. Section 4 demonstrates the utility
of our factors in predicting the quality of team-level contri-
butions. Section 5 summarizes our contributions and high-
lights future research.

1 Data

We use an anonymized back-end database of an active and
diverse SCC from Chaordix2. This SCC is a private commu-
nity of brand loyalists of a major mobile phone company3.
Members of this community take part in various activities
related to mobile devices in return for exclusive informa-
tion from within the company and frequent giveaways of
desired company branded merchandise. This database has
member demographic information, and their actions. From
this database, we produce several datasets that we use to an-
swer our core questions.

Member demographic data consists of identification num-
ber, age, sex, country of citizenship, number of spoken lan-
guages, occupation, and level of education for 7,524 mem-
bers. 89% of members are male and 10% are female. These
members are from 119 countries on six continents (see Ta-
ble 1). The average age in this community is 31 years with
9 years standard deviation and over 73% of members within
one standard deviation.

Table 1: Distribution of members on continents
Continent Percentage

Africa 0.9%
Asia 18.9%

Australia (Oceania) 2.0%
Europe 33.0%

North America 44.4%
South America 0.3%

Unspecified 0.6%

2www.chaordix.com
3The community’s name must be kept confidential to be consis-

tent with our access agreement.

Table 2: Education level of members
Level of education Percentage

Unspecified 1.5%
Less than High School 1.4%

High School or equivalent 16.0%
Some college (but no degree) 26.0%

Associate degree 8.7%
Bachelor degree 32.9%

Graduate degree Masters 12.2%
Graduate degree Doctorate 1.5%

68.1% of members speak English as a primary language
and the majority can speak more languages. 83% of mem-
bers specified their occupation. The largest portion of mem-
bers is students and the smallest portion of members is stay-
at-home parents. Table 2 shows the percentages of the high-
est level of education achieved by members.

2 What are the Factors of Behaviour?

To answer this question, we produce a dataset (see Section
2.1) that quantifies all relevant actions that members perform
on this SCC. We do factor analysis to derive factors of be-
haviour. We then analyze these factors, name them, and in-
terpret their meaning.

2.1 Dataset

We produce a dataset that consists of members and base vari-
ables. Base variables hold simple counts of actions for each
member. We do a Factor Analysis (FA) on this dataset to
derive factors of behaviour (see Section 2.2).

We now consider why we require factor analysis instead
of using this dataset directly. We define behaviour as the set
of all measurable actions that members can perform on our
SCC through features offered by the SCC website/platform,
such as following other members, creating posts, comment-
ing, voting, etc. Thus, this definition implies the dataset
quantifies behaviour. However, it consists of elaborate and
platform-dependent variables, which prevent us from pro-
ducing any generalized conclusions. FA yields factors, i.e.
dimensions, that are latent, i.e. unmeasured, and generalized,
i.e. applicable to more than a single SCC platform.

Why are base variables adequate? Why do we not use de-
rived variables? For two reasons: First, derived variables,
such as rates, inter-arrival times, and regularities are more
specific and complex than base variables, which make them
harder to understand and make interpreting their relation-
ships with other variables difficult. They also pose a chal-
lenge in FA because they tend to cross-load4, and to be re-
dundant5(Hinkin, Tracey, and Enz 1997). Second, the num-
ber of derived variables is extremely large so we only con-
sider base variables.

We focus on artifacts and actions concerning one type of
textual contributions, namely submissions. Submissions are

4Variables that have a loading value ≤ 0.3 on multiple factors.
5Variables derived from multiple base variables tend to highly

correlate with the base variables, which is problematic for FA.
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the highest level of written content that members produce as
a direct response to a moderator’s newly initiated discussion
topic or question. Members can remove their own submis-
sions and can tag their submissions with descriptive tags.
These tags help members and data analysts to find and orga-
nize submissions. Moderators can remove and tag any mem-
ber’s submissions. Any member can vote, follow, and com-
ment on a submission and any other member can reply to any
of the comments. A reply to a comment creates a comment
thread. Comment threads are at most two levels deep. Mem-
bers can also flag submissions as “inappropriate”, which no-
tify moderators to review and potentially censor the flagged
submission. Moderators can censor, i.e. delete, submissions
and can flag them as significant contributions. They also can
pin - and unpin - submissions to display them in a highly
visible area. Pins indicate that the submission is significant.

We capture actions that a member performs, such as cre-
ating submissions and voting on others’ comments, and ac-
tions that a member receives on written contributions, such
as comments received from others on their own submissions
or comments and votes received on submissions or com-
ments. From these actions, we calculate simple quantitative
variables that have clear meaning and mapping to the SCC
actions and avoid any complex variables that address sev-
eral aspects of behaviour. All base variables have a minimum
value of zero and an unbound maximum value.

Let A denote actions that our crowdsourcing community
offers (see Table 3 for details). Let M be the set of members,
M = {m0,m1, . . . ,mn}. We create a dataset6, MA, as a
matrix that holds values for each member action combina-
tion. That is, MA = M × A where each cell, maij , con-
tain the total number of times member mi performed action
aj since joining the SCC. Since members joined the SCC
at various times, they have been on the SCC for different
periods, and they login and participate at different rates, we
must normalize the dataset. Therefore, we divide each mem-
ber’s variables by the number of days this member logged in
to the SCC, which gives us the average number of actions
this member performed per day. In other words, we normal-
ize our data by dividing each maij by the number of days
member mi logged into the SCC, which will produce an av-
erage aj per days logged in. We calculated these variables
for all members who logged in three or more times (5, 593
members).

2.2 Factor Analysis

Factor Analysis (FA) is a term that describes a suite of meth-
ods - mathematical procedures and algorithms - that factor-
ize and confirm factorization of a given dataset. FA derives
factors - called factor solution - as linear combinations of in-
put variables and offers statistical methods to assess the reli-
ability of the factorization. These factors give a summary of
the original dataset, which makes understanding and inter-
preting relationships easy (Yong and Pearce 2013). In other
words, FA simplifies complex measured variables by deriv-
ing unmeasured “latent” variables, i.e. factors, that affect the

6We use the term create with respect to the dataset to indicate
that we are extracting, projecting, or aggregating the real data.

measured variables. The output of FA is a variable-factor
loadings matrix, which has the loading value each variable
has on each factor. Variable loading is the amount that a vari-
able contributes to a factor. Since a variable loads on all fac-
tors - i.e. factors are linear combinations of variables - these
factors can be thought of as groups that variables belong to
as defined by the variable loadings matrix. To simplify, we
say that a variable belongs to a factor on which it has the
highest loading value.

In mathematical terms, we put the MA dataset through
FA to yield a new dataset V F 7. V F = A×F , where A is the
set of actions and F = {f0, f1, . . .} is the set of factors we
arrive at through FA. Thus, vfij is the loading value variable
vi has on factor fj .

Subjectivity plays a key role in obtaining and interpret-
ing FA results. This subjectivity is necessary because it al-
lows analysts to use their professional judgment and domain
knowledge to tune the analysis process and interpret its re-
sults within the context of the research question. FA results
are credible if the analyst reports all relevant information
about the dataset, the analysis process, and the results to al-
low others to critique and reproduce them.

There are two steps to performing FA (Froman 2001;
Hinkin, Tracey, and Enz 1997): Exploratory FA (EFA) and
Confirmatory FA (CFA). EFA is an algorithmic procedure
that summarizes a dataset by merging interrelated variables
into factors, where interrelated variables load higher on the
same factor (Suhr 2006; Froman 2001; Yong and Pearce
2013). CFA is a FA procedure that verifies whether a given
dataset supports a specific variable grouping, i.e. factoriza-
tion or factor solution, through various statistical tests (Suhr
2006; Froman 2001; Yong and Pearce 2013). We aim to
quantify behaviour in SCC. To the best of our knowledge,
no rigorous theoretical treatment of SCCs appears in the lit-
erature. Thus, we will not suggest a factorization based on
preconceived understandings. Instead, we will let the dataset
speak for itself by performing EFA first. We will guide, and
document, our EFA procedure based on our understandings
and then use CFA to test the reliability of our factorization.

Exploratory Factor Analysis Exploratory Factor Analy-
sis (EFA) consists of six steps: gathering a dataset, choosing
an EFA method, preparing the dataset, performing EFA, ob-
taining and interpreting factorization, and obtaining factor
scores.

Gathering a dataset is the accumulation of records, i.e.
samples or observations, in sufficient quantities and in ade-
quate diversity so analysis is possible and the results are sta-
ble, credible, and generalizable. The dataset is sufficient if
the ratio of observations to variables surpasses some thresh-
old (Froman 2001; Osborne and Costello 2009). There are
many possible threshold values; the most conservative of
which is an observations to variables ratio of 30 to 1 (Yong
and Pearce 2013). Section 2.1 shows our dataset has 5,593
observations and 19 variables, which exceeds the most con-
servative ratio. The dataset is an adequate sample if it con-
tains diverse subjects, and if the variables measure various

7V F stands for variable-factor loading matrix, which contains
variable loadings on factors.
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Table 3: Variables and their descriptions. None of the variables have univariate or multivariate normality (tested using
Kolmogorov-Smirnov goodness of fit test (Henderson 2006) and Henze-Zirkler’s Multivariate Normality Test (Korkmaz, Gok-
suluk, and Zararsiz 2014). * indicates that a variable’s distribution does not fit power-law distribution (p < 0.05).

Variable Name Description

comment made by me on me submissions replies a member made to comments received on submissions
comment made by me on others submissions* comments a member made on others’ submissions

comment others made on me submissions comments a member received on submission
submission* submissions made by a member

submission censors made censors a moderator made
submission censors received censors a member received

submission flags made flags a member made on others’ inappropriate submissions
submission flags received flags a member received on inappropriate submissions

submission follows made* follows a member made on others’ submissions
submission follows received follows a member’s submissions received

submission pins made pins a moderator made on others’ submissions
submission pins received pins a member received on submissions

submission significant sets made times a moderator set others’ submissions to significant
submission significant sets received times a member’s submissions were set to significant

submission tags by me on me* tags a member made on submissions
submission tags made tags a moderator made on others’ submissions

submission tags received tags a member received on submissions
submission votes made total number votes a member made on others’ submissions

submission votes received* votes a member received on submissions

aspects of the problem. Lack of diversity in the data, i.e. ho-
mogeneity of the subjects, prevents factors from emerging
(Yong and Pearce 2013). Section 1 shows our dataset con-
tains diverse subjects, which makes our findings applicable
to a diverse population.

Choosing an EFA method is the process of analyzing the
dataset for specific characteristics that help determine a suit-
able method. The choice between the various EFA meth-
ods is complex (Kline 1987; Osborne and Costello 2009).
The argument for the preferred approach of EFA by ana-
lysts is contentious from various fields including statistics
(Kline 1987; Osborne and Costello 2009). While some ana-
lysts suggest that all methods produce the same results when
presented with “sufficiently” large dataset (Harman 1976),
others believe that the differences between the various ap-
proaches are significant and suggest different approaches to
differently distributed dataset (Osborne and Costello 2009;
Fabrigar et al. 1999; Yong and Pearce 2013). We used Max-
imum Likelihood due to their popularity in the specific R
packages we used to perform FA.

Preparing the dataset is cleaning and transforming the
dataset in the ways needed by the chosen EFA method. We
check and remove variables with multicollinearity and sin-
gularity (Froman 2001; Yong and Pearce 2013) by using
Squared Multiple Correlation (SMC). Otherwise, FA will
not be able to run. Variables that have issues with singularity
will have a SMC value close to zero and variables that have
issues with multicollinearity will have SMC value close to
one. Removing a variable from the dataset will affect the
SMC scores of the others. Since we aim to keep as many
of our variables as possible, we created an iterative process

to help us in deciding which variable to remove and when
to stop removing variables. This process helps us avoid sub-
jectivity in deciding what SMC scores are “close enough” to
singularity or multicollinearity and allow us to maximize the
variables that are considered while ensuring the completion
of the analysis for a given computing constraint.

The iterative process stops when FA can be run to com-
pletion on our dataset. If FA does not run, we run SMC on
the dataset. We sort the variables by their SMC scores. Vari-
ables that suffer from multicollinearity or singularity will be
at either end of the list. We start by removing a variable with
multicollinearity problem. Multicollinearity affects groups
of variables. Thus, if our dataset has this problem, then two
or more variables have it. Multicollinear variables have simi-
lar SMC scores. We inspect these variables together as group
and decide to remove the variable that is least meaningful to
our analysis. If we do not have a multicollinearity problem,
we remove the variable with the least SMC score.

After running this process, we removed: submission pins
made, submission significant sets made, submission signif-
icant sets received, and submission tags made because of
low SMC scores. The dataset contains no multicollinearity
within the variables.

Performing EFA is the process of setting the chosen EFA
method’s required options, feeding it with the cleaned and
transformed dataset, and obtaining results, i.e. factors, and
factor loadings. Typically, this is an iterative process where
the analyst checks the results for any anomalies that may re-
quire changing the method’s options and running it again.
Typically, analysts change two options: the number of fac-
tors the method will derive and the rotation method.
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Deciding on the number of factors to derive is the most
crucial decision the analyst must make. Deriving too many
factors or too few has a direct effect on the correctness and
interpretability of these factors. There are many methods
that help analysts arrive at a number and there are many
heuristics that help analysts decide on the quality of a factor-
ization, i.e. factor solution. Kaiser’s criterion (Kaiser 1960;
Kline 1987; Osborne and Costello 2009), scree plot test
(Cattell 2012), and parallel analysis (Horn 1965) are pop-
ular methods for deciding the number of factors to derive.
Kaiser’s criterion suggests keeping all factors with an Eigen
value greater than one, Scree plot test helps analysts decide
the number of factors based on visual cues in the plot, and
parallel analysis suggests keeping all factors that have an
Eigen value larger than the average Eigen value obtained
from a series of random data matrices.

Several heuristics assess the quality and feasibility of a
factor solution (Osborne and Costello 2009; Kline 1987;
Yong and Pearce 2013). These heuristics concern four ar-
eas: weak variable loadings, cross-loading, weak factors,
and factor interpretability. A factor has weak variable load-
ings if the highest variable loading is less than 0.3 (some
suggested 0.32 (Tabachnick, Fidell, and Osterlind 2001) for
sample sizes larger than or equal to 300). Cross-loading
refers to a variable that has a high loading value (> 0.3)
on two or more factors. This may be acceptable if both fac-
tors have a high correlation with each other. A weak factor is
a factor that has fewer than three variables that load highest
on it. Some (Froman 2001) suggest that a factor that has two
variables that loads highest on it is acceptable if the loading
values are high and the two variables are both highly corre-
lated with each other and have low correlation with others.
That is, if we change the number of factors and rerun the FA
and this factor remains the same, then this is a stable and
acceptable factor. Factors interpretability refers of the ease
of interpreting the meaning of the factors and the degree of
which they make sense. Since the aim of EFA is to produce
simple and interpretable factors some argued (Kline 1987)
that the emergence of simple structures (factors), i.e. factors
with few high loadings that are easy to interpret, is a key
sign of the success of the FA.

We use the three methods and the factor quality heuris-
tics in an iterative process to arrive at the best factorization.
We run all the methods to get an estimate of the number of
factors each method suggests. We use the largest estimate as
a safe starting point. We run FA and obtain the factors. We
inspect the factors and variable loadings for specific charac-
teristics. If these properties exist, we reduce the number of
factors and run FA again. If a certain variable proved to be
consistently problematic, we remove it from our dataset, and
run FA without reducing the number of factors. We avoid re-
moving multiple variables at once. We found that at the end
of this process, most methods for estimating the number of
factors to derive converge to the same number (see Figure
1).

After running this iterative process, we removed three
variables: submission flags made, submission follows made,
and submission tags received because they consistently
loaded at less than 0.3 on any factor.

Figure 1: Scree plot test, parallel analysis, and Kaiser’s cri-
terion methods all converged to the same number of factors.

The aim of rotation is to simplify the factors by mini-
mizing the number of variables that factors load on while
maximizing the loading value of each factor (Osborne and
Costello 2009; Yong and Pearce 2013). This improves the
factorization fit to the dataset and therefore improves in-
terpretability of the factors. There are two types of rota-
tions, orthogonal and oblique. Orthogonal rotation meth-
ods produce factors that are uncorrelated and oblique rota-
tion methods produce factors that are correlated (Osborne
and Costello 2009; Yong and Pearce 2013). Some (Guil-
ford 1959) argue that orthogonal rotation methods produce
simpler factorizations and are therefore easier to interpret.
We believe that human behaviour is rarely partitioned into
“neatly packaged units that function independently of one
another” and therefore using oblique rotation would pro-
duce a more accurate, interpretable, and reproducible out-
come (Osborne and Costello 2009; Yong and Pearce 2013;
Kline 1987; Cattell 1973). We used a variety of oblique ro-
tation methods and found no significant difference in our
results. Therefore, we use oblimin factor rotation.

Obtaining and interpreting factorization refers to analyz-
ing variable loading values in the context of the research
topic to give meaning and justification to the factors and to
name them. A variable that loads highest on a certain factor
belongs to that factor. By reflecting on the variables that be-
long to each factor, we can arrive at the proper naming and
meaning behind it. This is ultimately the goal behind EFA
and a key to deciding its success.

Obtaining factor scores refers to the process of deriv-
ing factor scores for each subject, i.e. SCC member in our
dataset, based on a specific factorization. There are several
methods to do this (Odum 2011; DiStefano, Zhu, and Min-
drila 2009). We tested two of the common methods, i.e.
Bartlett and Anderson-Rubbin methods (Yong and Pearce
2013), and found that they had no significant impact on out-
comes of this paper.

Confirmatory Factor Analysis Confirmatory Factor
Analysis (CFA) measures the reliability of our factorization.
Given the factorization, and the dataset, CFA quantifies reli-
ability of the factorization by calculating the degree of which
this factorization “fit” the dataset. There are many measures
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that quantify goodness of fit that we can choose (Pedrosa
et al. 2016; Hinkin, Tracey, and Enz 1997). We ultimately
chose Tucker-Lewis Index (TLI), and Root Mean Square Er-
ror of Approximation (RMSEA) due to their popularity in
the specific R packages we used to perform FA.

2.3 Factors of Behaviour

We ran the Maximum Likelihood Estimation (MLE) FA
method on the dataset MA to obtain factors and obtain vari-
able loadings on these factors, V F (see Section 2.2).

Variable Loadings Factor analysis on our initial dataset
yields three factors with noteworthy consistency (see Sec-
tion 2.3). We name these factors: Impact, Activity, and Polic-
ing/Rowdiness. Table 4 shows the three factors along with
the variable loadings. Impact is a factor that represents
the attention a member’s submissions receive through com-
ments, votes, follows, and pins from other members of the
SCC. Thus, variables concerning received reactions from
other members about a member’s submissions load highest
on the Impact factor. This factor is a positive factor because
its variables are positive in value and in sentiment. Mean-
ing, the smallest value a member can have in any of these
variables is a zero and these variables have no negative sen-
timents (no vote down, no negative comments, etc.). Activ-
ity is a factor that present the amount of work a member
performs in the SCC. Thus, variables concerning number of
submissions, tags, commenting, and voting on others’ sub-
missions load highest on this factor. Activity is a positive fac-
tor. Policing/Rowdiness is a factor that quantifies actions of
flagging and receiving of flags for inappropriate submissions
or comments as well as censoring inappropriate submissions
or comments. This is a complex factor where higher scores
imply higher level of policing activities or rowdiness. Two
of the three variables that loads highest on this factor con-
cern rowdiness: submission censors received and submis-
sion flags received. These two variables represent the num-
ber of inappropriate submissions and comments a member
made, which other members flagged and moderators cen-
sored. These variables are positive in values but negative in
sentiment. Meaning, the smallest value a member can have
is zero and having higher values in this factor means a higher
number of flags or flagged and censored content.

Factor Correlations We believe that factors Impact and
Activity should correlate with each other because a member
with a high score on Activity factor reads and reacts to oth-
ers’ textual contributions (as the interpretation of Activity in
Section 2.3 factor states). We believe that this would give
the member an advantage for creating new original content.
However, our results shows that Impact and Activity are not
correlated (−0.1258). This means that a member’s level of
impact is not relevant to the amount of content (s)he goes
through, reacts to, or produces. This also implies that re-
actions in SCCs are not reciprocal, which explains the low
level of reciprocity in SCC interaction networks (Zaamout
and Barker 2017). We expect that Activity correlates with

8All factor correlations are significant at the 0.01 level two-
tailed.

Table 4: Factors and loadings. We bolded highest loading
values for each variable and underlined cross-loadings.

Variables Impact Activity Policing

comment others made
on me submissions

0.86 0.14 0.02

submission follows re-
ceived

0.81 -0.19 -0.02

submission votes re-
ceived

0.50 0.37 0.03

submission pins
received

0.31 -0.16 0.031

comment made by me
on others submissions

-0.02 0.76 -0.01

submission votes made -0.073 0.67 -0.02
submission 0.20 0.50 0.08
comment made by me
on me submissions

0.40 0.48 -0.01

submission tags by me
on me

0.01 0.47 0.043

submission censors re-
ceived

-0.01 -0.02 1.00

submission censors
made

0.04 0.02 0.52

submission flags re-
ceived

-0.01 0.05 0.49

Policing, since active members are more likely to see and
report bad behaviour and given their tendency to produce a
large number of content, are more likely to produce content
that others find negative. Our results supports this hypothesis
(0.471). Factors Impact and Policing/Rowdiness are not cor-
related (−0.0756), which suggests that they are independent
of one another. This means that impact scores are irrelevant
to policing activities or rowdy behaviour.

Factoring Reliability Our factorization has a 0.9 Tucker-
Lewis Index (TLI) value, which is within the acceptable
range (>= 0.9) (Pedrosa et al. 2016). It also has a Root
Mean Square Error of Approximation (RMSEA) value of
0.086, which is slightly higher than the reported acceptable
range for this measure, i.e. <= 0.08 (Pedrosa et al. 2016).
Overall, this factorization shows sufficient reliability.

3 Members’ Factor Scores Relate to Other

Behaviour in SCC

What do the factors of behaviour concerning textual con-
tributions tell us about the behaviour of members in gen-
eral? To answer this question, we calculate members’ factor
scores and then perform correlation analysis between these
factor scores and base variables concerning other actions in
our SCC that were not included in the FA.

3.1 Dataset

There are many methods to calculate member factor scores.
We found that these methods have no significant impact
on our results. We choose to use Anderson (DiStefano,
Zhu, and Mindrila 2009) to calculate factor scores. This
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method requires V F and MA datasets to produce these
scores. We create a Members Factors Scores (MFS) dataset
MFS = Anderson(MA,V F ), where MA is the mem-
ber actions dataset and V F is the variable-factor loadings
dataset. MFS is a matrix that contains the score each mem-
ber has on each of the factors. Thus, mfsij is the factor
score that member mi has on factor fj .

3.2 Analysis and Results

Table 5 shows the correlation coefficients between the three
factors and other base variables. Overall, we found statisti-
cally significant high correlations between our factors and
other base variables. Impact factor correlates positively with
all variables concerning quality of work, such as receiv-
ing comments, votes, follows, pins, and points and badges
concerning conversations. Activity correlates with all vari-
ables concerning quantity of work, such as the total and
unique number of badges, number of blogpost submissions,
comments made on others and in response to others’ com-
ments, following others, voting, tagging, and points con-
cerning community activities. It is interesting that Polic-
ing/Rowdiness factor did not correlate significantly with any
of the variables. These correlation results tell us that our fac-
tors, although derived from a small set of variables concern-
ing one type of textual contributions, are strong indicators of
overall behaviour in this SCC.

4 Factors Predict Teams’ Quality of

Contributions

What impact do the factors of behaviour have on teams’
quality of contributions? To answer this question, we cre-
ate a dataset that allow us to analyze this relationship. This
dataset has the factors of behaviour scores, aggregated to
team-level, and the quality score of every project a team
worked on. We found the presence of linear and non-linear
relationships between the team-level aggregates of factors
of behaviour with teams’ quality of contributions. To show
the presence of a linear relationship, we perform Pearson’s
correlation between the quality of contributions and the ag-
gregated factor scores. To show the presence of a non-linear
relationship, we use a neural network, a popular supervised
machine learning function estimator algorithm (Haykin and
Network 2004).

We must define the concepts of teams and projects. We
consider discussion threads to be projects. A discussion
thread consists of a submission and comments, which are
replies to the submission or other comments under this sub-
mission. We use the term textual contributions to refer to
the submission and comments collectively. A team consists
of members who contribute - textually - to this project, i.e.
discussion thread. Specifically, we define a team to be two
or more members who participate in a discussion thread. A
member is part of a team if the number of textual contri-
butions of this member exceeds a certain threshold value,
which we determine empirically. The quality of a project is
the measurable positive effect it has on members who are not
part of the team. We calculate the quality of each project as
the sum of endorsements it receives from others. We exclude

projects with fewer contributions or smaller team sizes than
a specific threshold value, which we determine empirically.

4.1 Dataset

We create a dataset, D, which has 1,235 projects, as fol-
lows. First, we retrieve a list of all projects, i.e. discussion
threads in our database. For each project, we retrieve the list
of members who made textual contributions to it in a quan-
tity that equals or exceeds a threshold value. These members
are the team for this project. We include this project if its
team size is larger than or equal to a threshold value. If the
project’s team size is large enough, we calculate the quality
score of the project by summing up the number of follow-
ers each textual contribution in this project attracted from
non-team members. This creates a dataset that has records
of projects, team members, and project quality scores. We
join this dataset with the MFS dataset to produce a new
dataset that has records of projects, team members, factor
scores, and the projects’ quality scores. We aggregate this
dataset to team-level to create a matrix D, which contains
records of projects, aggregate factor scores for teach team
through summations, averaging, standard deviation, etc., and
the project quality scores.

Thus, D is a matrix, D = P × F ′, where P
is a set of projects and corresponding quality scores,
and F ′ is the set of aggregated factors scores using
all the aggregation methods listed in (Judge, Heller, and
Mount 2002), including sum, average, and standard de-
viation. Thus, F’={sum(Impact score), avg(Impact score),
std(Impact score), . . . , etc.}. In D dataset, dij holds the jth

aggregation of a factor score for ith project.

4.2 Showing the Presence of a Linear
Relationship Through Correlation

We perform Pearson’s Product-Moment Correlation using
SPSS Statistics on D, the results of which are in Table 6.
The correlation coefficients are statistically significant but
do not show strong correlation. However, there is enough
correlation to show the presence of a linear relationship be-
tween some of the factors of behaviour with a team’s quality
of contributions. We arrive at four findings.

First, IMPACT TTL is the sum of the Impact factor score
for all members in a team. This aggregated factor score
(factor aggregate) moderately and positively correlates with
project quality (see Table 6). This shows that teams that ac-
cumulate a high impact total are more prone to producing
higher quality contributions. Second, IMPACT MAX is the
greatest Impact factor score in each team. This factor aggre-
gate moderately and positively correlates with project qual-
ity (see Table 6), which shows that the highest Impact score
in a team is indicative of its propensity to produce higher
quality contributions. Third, ACTIVITY MIN is the small-
est Activity factor score in each team. This factor aggre-
gate moderately and negatively correlates with project qual-
ity (see Table 6). A team having a large smallest Activity
factor score is a team with the least active member being
quite active. The negative correlation shows that highly ac-
tive teams (as demonstrated by the high level of activity of
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Table 5: Factors’ correlations with other base variables using Pearson’s Correlation. ** correlation is significant at the 0.01 level
and * at the 0.05 level (two-tailed). We kept and bolded correlation records with absolute values ≥ 0.3.

Variable Impact Activity Policing Description

album flags made .398** -.157** 0.011 flags made on others’ inappropriate albums
album pins received .519** -.211** 0.018 pins received from others
badge conversation .430** .569** .044* conversation badges received

badge conversation unique .244** .326** 0.028 unique conversation badges received
blogpost submissions .136** .341** 0.015 blogposts made by a member.

blogpost follows received .477** -.175** 0.014 follows a member’s blogposts received
blogpost pins received .409** -.160** 0.015 pins a member’s blogposts received

blogpost tags by me on me .470** -.196** 0.014 tags a member made on own blogposts
blogpost votes received .518** -.208** 0.017 votes a member’s blogposts received
comment by me on me .669** .456** .070** replies a member made to comments received

comment by me on others .238** .760** .035* comments a member made on others’ submissions
comment by others on me .718** -.098** .053** comments a member received

comment follows made .438** .523** .037* follows a member made on others’ comments
comment follows received .236** .537** .035* follows a member received on comments

comment votes made .290** .496** .053** votes a member made on others’ comments
comment votes received .501** .463** .049** votes a member received on own comments

points .347** .202** .073** points earned by a member
point community .234** .313** .084** points for community related activities

point conversation .568** .224** .047** points for conversation related activities
tag made .224** .415** .067** tags a member made

tag received .235** .444** .075** tags a member received

Table 6: Factor aggregates correlation coefficients with
projects’ quality.** correlation is significant at the 0.01 level
and * at the 0.05 level (two-tailed). We bold correlation co-
efficients that have an absolute value ≥ 0.3.

Factor Aggregates Project Quality

IMPACT TTL .307**
IMPACT MAX .319**
IMPACT MIN -.220**
IMPACT STD .247**

ACTIVITY TTL .144**
ACTIVITY AVG -.196**

ACTIVITY MDN -.161**
ACTIVITY MIN -.363**

POLICING TTL .143**
POLICING MAX .137**

even the least active member), produce lower quality of con-
tributions. In other words, a team made exclusively of highly
active members is counterproductive. Although such mem-
bers may read or produce a lot of content; the quality of
their contributions may be low and will not attract endorse-
ment. This is further solidified by the lack of correlation be-
tween Impact and Activity factors reported in Section 2.3.
Fourth, Policing/Rowdiness factor has no high or moderate
correlations with project quality. Its highest correlations are
POLICING TTL and POLICING MAX, which may show
that the higher the total and maximum rowdiness and polic-
ing activities of members, the more follows the project will

receive. That is, higher policing or rowdiness score in teams
generates more attention in the form of following actions.
However, because of the low correlation coefficients, this
should be interpreted with caution.

4.3 Showing the Presence of a Non-linear
Relationship Through Machine Learning

Using WEKA9, we submitted D to a function approxima-
tion machine learning algorithm: Multilayer Perceptron, i.e.
neural network. A neural network is a parametric machine
learning method, which means it requires a set of parame-
ters to be set before running, including learning rate, mo-
mentum, learning iterations, etc. There are ways to approx-
imate these parameters to arrive at “better” results (Leung
et al. 2003). However, we are not concerned with achieving
higher prediction scores. We are concerned with demonstrat-
ing the presence of a non-linear relationship. Therefore, we
would like to mitigate the effect of these parameters on our
results by using the same parameter values across all our
experiments. We set the number of hidden layers, number
of nodes in hidden layers, learning rate, momentum, learn-
ing iterations, and cross-validation, to standard values set by
WEKA: one hidden layer with nodes equal to the number
of variables and the number of distinct project quality val-
ues (classes), 0.3, 0.2, 500, and 10. The neural network was
able to predict the project quality from the aggregated fac-
tor scores within MAE of 2.4 follows, which establishes the
presence of a non-linear relationship.

To find the aggregate factors of behaviour that are most
important for prediction, we used three feature selection

9https://www.cs.waikato.ac.nz/ml/weka/downloading.html
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Table 7: MAE achieved by a neural network trained on the
corresponding subset of factor aggregates.

Factor Aggregates WSE CFS ReliefF

IMPACT TTL Y Y
IMPACT AVG Y
IMPACT MIN Y Y
IMPACT STD Y

ACTIVITY TTL Y
ACTIVITY MIN Y Y

ACTIVITY MAX Y
POLICING TTL Y
POLICING AVG Y

POLICING MAX Y Y
POLICING MDN Y

MAE 2.3982 2.4853 2.603

methods available in WEKA that can handle continuous
data: Wrapper Subset Evaluation (WSE) (Kohavi and John
1997) for neural networks10, Correlation-based Feature Sub-
set Selection (CFS) (Hall 1999), and ReliefF Attribute Eval-
uation (ReliefF) (Kira and Rendell 1992; Robnik-Šikonja
and Kononenko 1997). We ran each of these methods to ob-
tain its suggested subset of features, i.e. factor aggregates,
that are “best” for the prediction task. Finally, we ran each
of the subsets using a neural network described above and
reported the Mean Absolute Error (MAE) in Table 7.

4.4 Results

We see from Table 7 that a neural network trained on the
WSE subset achieves the lowest MAE, which contains fac-
tors that were found in the previous section to have mod-
erate but statistically significant relationship with the qual-
ity of contributions. This should not be interpreted to mean
that only this subset is indicative of the quality of contribu-
tions. Given that Activity and Policing/Rowdiness factors are
highly correlated, we would expect that they are redundant
to one another for prediction. We learn from this result that
through these factors, we can predict the quality of contribu-
tions of teams with remarkably low error.

Impact factor can be thought of as a consequence of con-
scientiousness factor in the Five Factor Model (FFM) of
personality (McCrae and John 1992). Conscientiousness is
the personality dimension that indicants a person’s tendency
to do what is “right” and perform these duties well (Mc-
Crae and John 1992; Buss 1991). A meta-analysis of per-
sonality’s role in team’s quality of contributions shows that
the elevation of conscientiousness, i.e. sum, average, etc. is
positively related to team performance (Judge, Heller, and
Mount 2002). This is in tune with our finding.

Activity factor can be thought of as a consequence of ex-
troverted personalities. Extroverts tend to be highly social
individuals, with a great deal of energy (McCrae and John
1992). The elevation of extroversion in teams has no bar-
ing on team performance. Variability, i.e. standard devia-
tion, variance, etc. is positively related to team performance

10We use the same parameter values for this neural network.

(Judge, Heller, and Mount 2002). This is consistent with our
results, which show that having a high minimum level of
activity (lower variability in levels of activity) is negatively
correlated with the team’s quality of contributions.

5 Conclusion and Future work

We presented a process to arrive at factors of behaviour in
online environments. We applied this process to a SCC to ar-
rive at factors of behaviour regarding textual contributions.
We named and interpreted these factors in the context of
SCCs. We showed the presence of a correlative and predic-
tive relationship between our factors and teams’ quality of
contributions. We showed that teams composed of higher
levels of Impact and lower levels of Activity tend to pro-
duce higher quality of content. We will expand our work
by applying it to other SCCs to assess the generality of our
findings. We will also test various project quality measures.
Moreover, we will repeat this process but with more vari-
ables that involves all aspects of behaviour in SCC to get a
more holistic factors. Then assess their utility in predicting
various aspects of individuals and teams, such as leadership
ranking, and quality of contributions.
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