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Abstract

In 2013 the Alphasat spacecraft will be launched: in ad-
dition to its main commercial payload, four Technology
Demonstration Payloads (TDPs) will fly on-board. The
different payloads are provided by different research in-
stitutes, which will be able to define in-orbit demon-
stration tests of these new technologies. To optimize
this opportunity, coordination of the different, possibly
conflicting, payload operations is required.
A software system to support the management of the
TDP operations has been developed. While this sys-
tem is intended to be completely automated (i.e., with-
out any human intervention in the nominal case), it has
been designed to keep all the different users (system and
TDP operators) in the loop. This paper presents this sys-
tem and in particular focuses on its core: the planning
engine.

Introduction
In recent years the European Space Agency has been focus-
ing more and more of its attention on the use of Automated
Planning and Scheduling solutions to support space opera-
tions. A series of activities have provided different planning
systems to support daily operations of different space mis-
sions. One of the first examples, if not the first, was the
MEXAR2 system (Cesta et al. 2007), a complete planning
and scheduling software solution for the MARS-EXPRESS
memory downlink problem. This case was then followed by
systems developed to support different aspects of the space
realm, such as Long-Term planning (Cesta et al. 2011),
Science Observation selection (Pralet and Verfaillie 2009;
Kitching and Policella 2011), critical mission phases plan-
ning (Policella, Oliveira, and Siili 2009), etc. In particular,
in order to facilitate the design and implementation of ad-
vanced P&S software, the APSI framework was developed
(Cesta and Fratini 2008).

The overall impact of planning and scheduling techniques
is even bigger when considering the results obtained outside
ESA. Just to limit our attention to space related applications
we can mention several examples from spacecraft autonomy
(Muscettola et al. 1998) to planning & execution (Knight et
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al. 2001), Earth Observations allocation (Bensana, Lemaitre,
and Verfaillie 1999), and so on.

This paper presents an application of planning and
scheduling techniques to support the upcoming Alphasat op-
erations.1 The spacecraft is equipped with four Technology
Demonstration Payloads. Since these payloads will be op-
erated by different research institutes, coordination of their
activities is required, which is provided by ESA via the TDP
ESA Coordination Office (TECO). In particular, the plan-
ning system presented in this paper has been designed for
managing and coordinating the different payload requests.
The final system has been developed using the APSI plan-
ning framework, exploiting some of its general modeling
and solving functionality of the framework, and integrating
ad-hoc evolution to match the problem requirements.

Since the system has been designed to be completely au-
tomated (i.e., without any human intervention in the nominal
case), one of the system requirements was to provide the fi-
nal users (i.e., TDP Operation Centers) with the necessary
information to understand the planning process, the analy-
sis of the input requests, and, most of all, the final operation
plans. Recent end-to-end tests have shown that the system
not only can efficiently provide operational plans but it can
also provide sufficient explanation of the solving process to
the final users.

The remainder of the paper is organized as follows. First,
a brief description of the Alphasat mission is provided fol-
lowed by an introduction of the problem model. We proceed
by describing the general TECO system. Then the plan-
ning approach is illustrated together with the developed al-
gorithm. We conclude by discussing some lessons learned
and possible future works.

Mission description
Alphasat, based on the new Alphabus platform, will be de-
livered to orbit to be operated by Inmarsat in 2013. It will
carry an Inmarsat commercial communication payload and
four Technology Demonstration Payloads provided under
ESA responsibility. These TDPs will be operated as sec-
ondary payloads embarked on Alphasat by Inmarsat. The
four TDPs comprise:

1http://telecom.esa.int/telecom/www/object/index.cfm?fobjectid=1138
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Figure 1: Overall planning interfaces

• An advanced Laser Communication Terminal to demon-
strate GEO to LEO communication links at 1064nm;

• A Q-V Band communications experiment to assess the
feasibility of these bands for future commercial applica-
tions;

• An advanced Star Tracker with active pixel detector;

• An environment effects facility to monitor the GEO radia-
tion environment and its effects on electronic components
and sensors.

For each TDP a dedicated operations center (TDP-OC) will
be responsible for defining and requesting the different pay-
load experiments. The spacecraft resources (e.g., power),
downlink data, and telemetry budget, and therefore experi-
ment execution, are shared between the TDPs, while opera-
tional requests are managed at a top level by the TDP ESA
Coordination Office (TECO).

The operations concept of the TDPs is broadly based
around a weekly planning cycle, with data exchange over
the Internet (see Fig. 1). Every week, the TDP ESA Co-
ordination Office will provide conflict-free TDP operations
requests based on:

• The available windows for TDP operations;

• The Activity request files provided by each TDP-OC.

These operations requests are assumed to be ready in time
and in the proper format to be directly ingested into the Al-
phasat weekly schedule.

It is worth remarking that the role of Inmarsat is limited
to simply executing the operations which are driven entirely
by the inputs and supplementary information received from
ESA (e.g. consolidated TDP operations requests and sched-
ule) and TDP-OCs (e.g. procedure parameters). No TDP
operations engineering activities are performed by Inmarsat,
i.e. no TDP contingency recovery actions are defined, and
no analysis of TDP performance or health are performed by
Inmarsat. In other words, TDP operation requests with con-
flicts will simply be rejected by Inmarsat and not included
in the spacecraft activity schedule.

TECO: the TDP ESA Coordination Office
As mentioned before an important role in the Alphasat Mis-
sion planning phase is played by the TDP ESA Coordination
Office (TECO). This office has been set-up with two main
objectives:

• TDPs Activities Coordination and Planning support – this
includes: collection of activities requests from TDP-OCs;
identification and resolution of possible TDP operation
conflicts (w.r.t. both the platform resources and between
TDPs); transmission to Inmarsat of the consolidated activ-
ity requests; reception from Inmarsat of activity execution
confirmation.

• TDPs telemetry reception and archiving – this includes:
reception and archiving of real-time telemetry stream;
collection and archiving of the different planning files;
providing historical data to the different TDP-OCs.

By exploiting advanced planning and scheduling technolo-
gies, the planning system has been designed to have a rel-
atively high degree of autonomy. The goal is to have the
consolidated activity plans generated automatically and all
input and output retrieved automatically. Only in the case
of anomaly is the TECO operator notified and required to
intervene.

Mission Planning Requirements
In this section we describe the Mission Planning Cycle, with
a focus on the role of the TDP ESA Coordination Office.
This planning cycle spans a period of a week. Each week,
on day 7 by 16:00 UTC, Inmarsat makes available to TECO
the TDP Activity Planning File (TAPF) containing the rele-
vant spacecraft states and TDP operations availability win-
dows. The different spacecraft states may have different lim-
itations on TDP operations. A distinction can be made be-
tween those periods where TDPs could experience reduced
performance (e.g. maneuvers), where no TDP related com-
manding activities are permitted, and where limitations exist
on TDP modes.

Based on the above input, every week, on day 1 of the
next cycle (by 12:00 UTC ), TECO provides a TDP Activity
Request File (TARF) to Inmarsat covering 7 days of TDP
operations requests.

From the previous description is possible to identify the
following three steps (see Fig. 2):

a. Distribution of Inmarsat input: windows availability and
spacecraft status;

b. Generation of the TDP operation plan based on input re-
quests provided by TDP-OCs;

c. Distribution of the final TDP operation plan.

The second step justifies the presence of the TECO system in
general, and its planning functionality in particular. In fact,
the core phase of the TECO workflow is the allocation of the
TDP requests. This in fact entails different aspects such as:
TDP requests analysis, exploitation of available time win-
dows for TDP activities, platform resource limitations (e.g.,
TM bandwidth), interdependence between TDP modes and
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Figure 2: Planning workflow.

/or activities, TDPs operations constraints, and TDP alloca-
tion policy/priority.

In particular an iterative construction of conflict free plans
(see Fig. 2(b)) is required; this approach gives the end-
users (i.e., the TDP-OCs) the possibility to modify their un-
planned requests. The current workflow foresees three dif-
ferent iterations:

• TDP-OCs submit their input requests. TECO also pro-
duces a plan based on preliminary versions of the space-
craft availability plan. Feedback is sent to the TDP-OCs
in case some of their requested activities are not allocated.

• TDP-OCs submit their updated input requests. TECO
produces a plan based this time on the final version of
the spacecraft availability plan (sent by Inmarsat). Also at
this step, feedback is sent to the TDP-OCs in case some
of their requested activities are not allocated.

• TDP-OCs submit their final input requests. TECO pro-
duces a final plan and distributes it to Inmarsat (that will
execute it) and to the TDP-OCs.

The goal of this iterative approach is to maximize the op-
eration requests allocation of the different TDPs, while the
workflow foresees having a maximum time interval of 20
minutes between the reception of the input files and the
sending of the plan.

Domain Model
This section introduces a timeline based representation of
the problem (Chien et al. 2012).

TDP model. The central concept of the mission as de-
scribed before is the presence of the different Technology
Demonstration Payloads, or TDPs. For what concerns the
planning problem, each TDP can be seen as a timeline which

Figure 3: TDP model example.

represents, at each time, the status of the payload. To repre-
sent the valid states that the TDP can assume over time, each
payload can be seen as a finite state machine, i.e., a TDP can
be in a finite number of states (here also named sub-modes):
• a finite, non-empty set of states, S
• a transition function δ : S × S → T, F , which specifies

for each couple Si, Sj if the transition from Si to Sj is
allowed.

Fig. 3 shows an oriented graph representing a TDP which
has five different states, the nodes. The ordered edges repre-
sent the valid transitions between two nodes/states.

Spacecraft status and opportunity windows. Another
relevant aspect that has to be modeled is the spacecraft status
together with the opportunity windows for TDP operations.
The information provided can be seen as a list of triples:
• st, the start time of the interval
• et, the end time of the interval
• type, the characterization of the interval. This can be one

of the following:
– Spacecraft Availability – during this interval, the In-

marsat ground segment is available to execute TDP ac-
tivities.

– No Ground Availability – during this interval, no ac-
tivity can be executed from ground, i.e., no procedures
(associated to any TDP activity) can be executed from
the ground control center. However it is still possible
to execute on-board procedures (which of course have
to be uploaded in advance).

– No TDP Activity – during this interval, no activity can
be executed (neither on-ground nor on-board). The dif-
ferent TDPs will maintain their state through the inter-
val.

– TDPs OFF – the TDP are requested to be off during this
interval. Not only no activities can be executed during
this interval, but it is also required to each TDP-OC, to
allocate the necessary activities to properly switch off
the TDPs.

– Maneuvers – as the different satellite maneuvers can
affect some of the TDP activities, this information is
provided to avoid their execution
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As it is necessary to distinguish between ground control
commanding and on-board only execution of tasks (see be-
low), the spacecraft status is modeled by two timelines rep-
resenting respectively the status of the ground and the space-
craft segment.

Task requests. A task request consists of a set of com-
mands that refer to a specific payload (TDP). These com-
mands either have to be executed from the ground control
or can automatically be executed on-board without ground
control intervention. As each of the commands can modify
the status (sub-mode) of the payload, for what concerns our
model, we associated a task to an ordered sequence, without
temporal gaps, of sub-tasks (the reader can see each sub-task
associated to a command or group of commands). Formally
a task ti is defined by the following set:

• A time interval [lbti , ubti ] defining the feasibility interval
where the task request can be allocated;

• The associated payload or TDP, tdpti ;

• A weight value, wti ;

• An ordered sequence of sub-tasks STti =
{st0,ti , . . . , stnti

,ti}, where each sub-task is defined
by:

– The duration, dst0,ti
– The sub-mode value, smst0,ti

– The bandwidth usage, bwst0,ti

– The power usage, , pwst0,ti

• A Boolean variable that indicates if a task is on-board only
(value true) or if the task has to be executed both on-board
and on-ground (value false) obti .

Fig. 4 shows a task example. It is worth considering that
with respect to the timelines associated to both the ground
control and the satellite status, a task can be seen as a unique
entity. This does not apply to the TDP timeline; in fact, in
this case it is necessary to have detailed information about
the requested states of the TDP (i.e., the list of sub-modes).
The same applies when resources are considered as resource
consumption is also associated to TDP states.

Another aspect not represented in Fig. 4, but considered
in the design of the solving approach, is that at the end of
each task execution, the TDP status, as well as power and
bandwidth usage, remain at the values specified from the last
sub-task (for the TDP this will be C in the case of the task
in Fig. 4). This aspect has to be considered, for instance, in
order to have a precise estimation of resource usage.

Constraints. The final aspect that needs to be modelled is
the different types of constraints that can be defined in the
problem:

• Constraints between two different TDPs. This is the case
in which a TDP x, in order to be in a particular status
A, requires another TDP y to be in a particular status or
sub-mode B, that is, y.B DURING x.A.

• Constraints between a TDP and the status of the satellite.
This is the case in which a particular status of the satel-
lite has to be supported by specific status of the TDP. For

Figure 4: Task model example.

instance in case the payloads are switched off, it is re-
quired that a TDP x is moved to the “off” status, that is,
TDPs OFF DURING x.OFF .

• Constraints between two task requests. These require that
the associated tasks are either both allocated or not. The
constraint can also require a minimum and/or maximum
time separation between the execution of the two tasks.

• Resource Constraints. This represents the mini-
mum/maximum availability of each resource. In the
model, we consider both power and data-downlink usage.

Problem. Given the above definitions, a problem is com-
posed by:
• A set of task requests, Tasks;
• A set of initial states, one for each TDP, Init;
• A set of constraints, Constraints;
• A set of time intervals representing the spacecraft avail-

ability and status, Spacecraft;

Solution. Given the initial problem (in particular the set
of task requests), a feasible solution S consists of the set
of allocated task requests, AllTasksS ⊆ Task, where for
each task ti ∈ AllTasksS a start-time stti is specified and
all constraints as well as state variables are satisfied.

While the empty solution (i.e. AllTasksS0
= ∅) is a so-

lution, the objective is to maximize the number of allocated
tasks. In particular the following weighted function shall be
maximized:

V alue(S) =
∑

ti∈AllTasksS

wti

Example. We conclude this section with an example to il-
lustrate some of the aspects discussed before. For the sake
of simplicity, in the example we do not consider resource
constraints, and the initial states of the TDPs.

Fig. 5(a) represents a two TDPs problem with four tasks
Tasks = {ta1, ta2, tb1, tb2} (two for each TDP) and two
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(a) Initial requests.

(b) Solution.

Figure 5: Example.

constraints, TDPa.W during TDPb.A and tb1 < tb2+10.
For what concerns the spacecraft availability there are two
intervals in which the spacecraft is not available, the first
only for on-ground commanding, the second for both on-
ground and on-board execution (see the last two timelines in
Fig. 5(a)). For each task the figure shows also the feasibility
windows and the associated sub-task (see TDP timelines).

Fig. 5(b) shows an optimal solution to the problem. First
the reader can notice that, even though ta1 could be al-
located earlier (in fact is an on-board only task), it is al-
located after tb1. This is justified by the first constraint,
TDPa.W during TDPb.A. At the end of the execution of
tb1, TDPb remains in the status TDPb.A that is required to
move TDPa in TDPa.W , and the execution of ta1.

Second, as the two tasks, tb2 and ta2, are conflicting only
one is allocated: tb2. In fact the latter is also linked to
tb1 which requires that both the tasks are executed together.
Therefore tb2 is chosen with respect to ta2 as it maximize
the objective function. The final solution is AllTasks =
{ta1, tb1, tb2}.

Figure 6: TECO planning engine

Planning Approach
Figure 6 shows the high-level architectural design of the
TECO Planning Engine. The design is based on a com-
mon core for representing the domain knowledge. This is
based on the concept of timelines, i.e., a mathematical con-
struct that contains temporally related items. Around this
core there are three different modules: an input provider, a
problem solving engine, and an output generator which in-
cludes an explanation service submodule.

The input provider has the goal of populating the inter-
nal representation by importing the problem domain and the
problem instance. The solving engine provides the capa-
bilities to generate an activity plan. In particular, this can
consist on a portfolio of solving libraries. Last, the output
generator takes the internal representation of the final ac-
tivity plan and transforms it into a requested format. This
format can be for instance a specific file and/or a graphical
representation of the plan. Below, we discuss a fundamental
requirement of this phase, the need for complementing the
final solution with sufficient information (or explanation) to
let the final user (a human being or software system) under-
stand the decisions taken during the solving process.

Figure 7: The general architecture of the APSI-TRF environ-
ment

The APSI framework
The TECO planning engine has been developed as a plug-in
for the APSI framework (Cesta and Fratini 2008) or APSI-
TRF. The framework design (Fig. 7) inherits from previ-
ous literature of timeline-based systems (Jonsson et al. 2000;
Chien et al. 2000) and from the work in developing a gen-
eral purpose planning and scheduling system called OMPS
(Fratini, Pecora, and Cesta 2008). The APSI-TRF supports
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the rapid prototyping of planning tools through different
functionalities. The APSI-TRF unifies timelines of differ-
ent nature under the unique concept of component, where
each component is an entity with a set of possible temporal
evolutions over a planning temporal horizon – in general a
component may have one or more associated timelines. The
APSI-TRF allows representing the temporal evolution of the
components as well as the constraints that affect their tempo-
ral evolution. Each component in the APSI-TRF is a deduc-
tive system able to proactively propagate effects of external
decisions on the modeled segment of its temporal represen-
tation.

The development of the planning solution on top of the
APSI framework makes the planning system easily extend-
able. This aspect was particularly relevant in the early phase
of the mission when the Alphasat operations concept was
still under definition/design.

Knowledge Representation Module
This module allows representing the evolution of the solving
process from the initial problem to the final solution(s). Fol-
lowing a consolidated trend in space applications (Chien et
al. 2012), the representation is based on the concept of time-
lines, where each timeline represents the temporal evolution
of one particular aspect (e.g., spacecraft utilization, ground
segment utilization, and payload(s) status). The goals (that
can be seen as a specific behavior of one or more timelines
over a specific time interval) and the constraints (among the
behaviors of two or more timelines) are used to represent the
initial problem.

During the solving process different decisions are taken.
Each solving decision consists of:

• a type: for instance, posted constraint, posted activity, re-
moved goal, or removed constraint.

• a decision generator: “who” generated the decision

• a decision reason: “why” the decision was taken

The last two points have been introduced in order to coordi-
nate different solving libraries and to support the generation
of explanations. In the remainder of the section we discuss
both these aspects.

Solving Approach
Two solving approaches have been considered in order to
cope with the two different types of component present in
the problem domain: state variable timelines (used to repre-
sent the different TDPs) and re-usable resources (i.e., ground
control availability, satellite availability, power, and band-
width usage). These two approaches have been merged into
a meta-schema based on a branch-and-bound algorithm:

• At a high level, a planner allocates the different tasks on
the state-variable timelines. The goal of this phase is to
generate a consistent behavior for each one of the state-
variables representing the TDPs.

• At a low level, a scheduler, given a solution of the planner
in input, generates a feasible solution with respect to both
the re-usable resources and the temporal constraints.

Algorithm 1 shows the resulting approach: given a prob-
lem P which has the associated set of tasks TasksP , Al-
gorithm 1 is initialized with the queue Q = {P} (where
AlltasksP = TasksP ) and the initial best solution Sempty

(where AlltasksSempty
= ∅).

For what concerns the actual implementation, two algo-
rithms have been used among the ones currently available in
the APSI framework: the OMPS planner (Cesta and Fratini
2008) and the ISES scheduling algorithm (Cesta, Oddi, and
Smith 2002). The planning algorithm is used, not only to
check the behavioral consistency of the requested task, but
also to complement the different tasks to obtain continuous
timelines. In fact, an activity/task has to be added between
two consecutive allocated tasks in order to model the con-
tinuous usage of the resources as well as the status of the
payload. These activities are considered in the scheduling
phase in order to have a consistent usage of the resources.
On the other side, as the set of task requests is fixed in input,
the planner’s capabilities are exploited only in a limited way.

As mentioned before, during the solving process all the
decisions taken are labeled with the originator of the de-
cision and the motivation of the decision. For this reason
the APSI planning and scheduling algorithms have been re-
designed to return, for instance, the set of unsolvable con-
flicts (these sets will be empty in case the solving process
is successful). This information is then used to identify the
next steps of the search: the branching method considers in
fact not only the initial candidate solution, s0, but also the set
of unsolvable conflicts that makes this candidate unfeasible.
The latter is used to generate the next branches.

Algorithm 1: BranchNBound (Q, Sbest)
Input: Queue of possible solutions Q and current best

solution Sbest

Output: An optimal solution S
while Q 6= ∅ do

s0← ExtractCandidateSolution (Q)
if UpperBound (s0)> Value (Sbest) then

Cp← planner (s0)
if Cp = ∅ then

// a plan for s0 exists
Cs← scheduler (s0)
if Cs = ∅ then

// a schedule for s0 exists
if Value (s0)>Value (Sbest) then

// update best solution
Sbest← s0

if Cp 6= ∅ or Cs 6= ∅ then
Qnext← branching (s0, Cp, Cs)
snext = BranchNBound (Qnext, Sbest)
if Value (snext)>Value (Sbest) then

// update best solution
Sbest← snext

Q = Q −{s0 }
return Sbest
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Explanation
A relevant aspect of the output generation process is the need
for providing sufficient explanation about the solving pro-
cess. This is even more important in the case of TECO as the
system has been designed to be completely automated, i.e.,
it should run without any human intervention in the nominal
case.

When we talk about sufficient explanation, our objective
is to provide the system users (i.e., TDP-OCs and TECO
operators) with the necessary information to understand the
decisions taken during the solving process and the final op-
eration plans.

In the context of the TECO operations, a proper explana-
tion is also needed to have effective iterations between TDP-
OCs and TECO. Considering that the time available to the
TDP-OCs to provide a new set of task requests is limited,
it becomes fundamental to provide, for instance, the right
explanation on why a task was not allocated.

To achieve these objectives, our approach is based on the
following points:

1. A “protocol.” This is used to exchange information be-
tween TDP-OCs and TECO. This protocol has been in-
troduced to address differences in backgrounds among the
different partners. In fact, while the TDP-OCs are experts
in their specific payload , they are not required to be ex-
perts in advanced planning and scheduling technologies.

2. “Labelled decisions.” All solving decisions are labeled
with information about the solver who takes the decision
and with the motivation of the decision.

3. An “Explanation Generator” module. The goal of this
module is to interpret the information provided together
with the solving decisions and of generating information
for the system users by applying the given protocol.

A first aspect worthy of attention is that with this approach
the final explanation is not generated directly by the differ-
ent solvers. This is required as 1) the solvers can only have
a limited view of the current situation and 2) to allow de-
coupling the set of used solvers from the final explanation
generation process (and the associated protocol). Figure 8
shows two simple examples in which a task cannot be al-
located. In both cases the explanation cannot be provided
directly by a single solver. In the first one there are two task
requests with a constraint which requires that the status W
(during ta) shall be executed while the payload TDPb is in
the status A. In this case tb will not be allocated. In fact to
satisfy the previous constraint the planner will add the solv-
ing decision et(tb) ≤ st(ta) and pass it to the scheduler.
The scheduler will then fail as tb cannot be scheduled be-
fore the start of ta due to the presence of the “not available”
constraint. In generating the explanation for the missing al-
location of ta it will then be necessary to consider not only
1) the conflict identified by the scheduler but also 2) the de-
cision taken by the planner, and 3) the domain theory.

A second example is shown in Fig. 8(b) with only one task
request ta. In this case, while the task could be allocated in
a time window, the planner will find a conflict between the
final status of the task (X) and the value requested by the

(a) Planning decision and scheduling conflict

(b) Planning conflict

Figure 8: Example of explanations

platform activity “TDPs OFF.” In this case the explanation
process will need to consider both 1) the planner conflict and
2) the domain theory.

From the previous examples it is possible to notice that
for providing correct explanation it is necessary to consider
all the decisions coming from the different solvers. Even if
they represent very basic cases, the examples are also useful
to give an idea of the effort needed to retrieve proper infor-
mation especially when considering more complex and real
cases, with more activities, resources, constraints, etc.

The approach implemented to generate explanations con-
sists in “tracing back” all the different solving decisions that
are associated to a task request. This is done by exploit-
ing the different annotations added during the solving pro-
cess. Once all this information is collected, the explanation
generator module identifies the specific case based both on
the solvers which generate the annotations (for instance the
scheduler) and on the content of the annotations (e.g., con-
flict with spacecraft activity).

This modular approach used for generation of explana-
tions has also been chosen to facilitate future re-usability
and evolution. For instance this can be the case of a different
type of user accessing the TECO system (e.g., web-client)
which can require a different protocol, or the possibility of
modifying the set of solvers.

Further Engineering issues. We conclude this section by
highlighting some key aspects that have driven both the de-
sign of the solving approach and the overall planning cycle.

A first aspect is how the use of planning and schedul-
ing approaches allowed us to suggest and then introduce a
change in the original workflow. In fact, the initial work-
flow did not foresee any iterations between TECO and the
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different TDPs. The short solving time permits, in the case
of unresolved conflict between the TDPs specific requests,
to optimize the set of task requests via an iterative process
between the TDP-OCs and TECO. Even though multiple it-
erations can be possible, the human operator was also con-
sidered carefully in order to design the final planning cycle
(e.g., TDP-OC operators might need time to evaluate their
decisions). From this analysis a limit of three iterations was
agreed. This was a compromise between the software sys-
tem’s capabilities (e.g., solving approach), the goals (e.g.,
TDP-OCs operators), and the information availability (for
instance the final satellite status timeline is only available
for the last two iterations while in the first one only an esti-
mation is used).

Besides the computational capability, another characteris-
tic of the solving algorithm suggested a re-definition of the
operations. Both the planner and the scheduler have as a
core a temporal representation of the problem which allows
it to efficiently manage temporal aspects of a planning and
scheduling problem. To exploit this capability and optimize
the result of each iteration, temporal flexibility has been in-
troduced in the task requests (instead of having fixed start-
time task requests as originally designed).

Lessons Learned
In this section we summarize some of the lessons learned
during the design and development of the TECO system.
Some of these points can also be considered as directions
for future research work.

As mentioned before, even though at that time, the mis-
sion operations workflow was almost completely defined,
we were able to convince our partners to modify the work-
flow and introduce iterations between TDP-OCs and TECO.
The key aspect here was the efficiency of the solving algo-
rithms together with the possibility to provide feedback to
the TDP-OC operators with ad-hoc explanations of the solv-
ing process. This feedback becomes fundamental when an
automated planning system is in place.

Another fundamental decision in our experience was to
have a flexible architectural design of the system which al-
lowed us to cope with the several changes experienced in
the definition of the problem. This point is connected with
the availability of a software framework (APSI-TRF), and its
modeling ability, which enables us to both connect special-
ized or general solvers developed outside the framework and
develop specialized interaction services. In fact, a key aspect
of APSI-TRF is the presence of a flexible timeline represen-
tation module that allows exploiting alternatives in the mod-
eling of mission features as well as developing and testing
different algorithms (Cesta et al. 2009).

Something that we found missing during our experience
was a Knowledge Engineering Environment for supporting
the development of planning systems, which would enable a
rapid prototyping approach. This type of tools allows creat-
ing a working model after a relatively short investigation by
taking advantage of the speed with which this model can be
implemented via the KE environment. This is fundamental
to provide to the developers the basic functionalities to sat-
isfy the model requirements and to show the end-users the

main characteristics of the future system. In the current state
of the art, we noticed that despite their possible role in the
introduction of advanced planning and scheduling solutions
to real domains, there are not many examples of these envi-
ronments.

Conclusions and Future work

The paper presented the automated planning and schedul-
ing software system that has been designed to support the
operations of the four Technology Demonstration Payloads
(TDPs) that will fly on-board the Alphasat spacecraft. The
TECO system will be operational in 2013 and will automat-
ically coordinate and plan the task requests for these pay-
loads.

At this stage the TECO system has been completely de-
veloped. During the development, the system has been in-
tensively tested with several artificial problem benchmarks
with the number of task requests ranging from few tens to
hundreds (over a week time horizon). More recently the
system has been validated in end-to-end test sessions with
realistic task requests provided by the different TDP-OCs.
Different cases have been tested, such as nominal cases, re-
source conflicting requests, and TDP modes inconsistent re-
quests. These tests have shown that the TECO system can
return a solution in the given time bound (20 minutes), is ro-
bust towards non-nominal cases, and can provide sufficient
explanations to the TDP-OC operators.

Future work will aim at further evolving the current solv-
ing approach, in different directions. The first one consists
of extending the approach to generate robust and/or flexi-
ble solutions which can better support the actual execution
of the plan. For instance one of the first steps is to substi-
tute the current scheduling algorithm with approaches able
to produce flexible schedules instead of fixed-time solutions
(Policella et al. 2009).

A second direction is to extend the quality of the feed-
back provided to the TDP-OCs operators, by adding to the
current explanations possible suggestions on how to fix the
unsuccessful task requests. The idea is to use in particu-
lar planning capabilities to identify reallocation of the tasks
and/or new tasks to be added. This information can then be
provided to the TDP-OC operators which must then validate
and approve it.

A further possibility would be to extend the current solv-
ing process to minimize the differences among the different
solutions produced during the iteration phase (see Fig. 2(b)).
Here the results obtained in the case of Minimal Perturba-
tion problems could be re-applied (El Sakkout, Richards,
and Wallace 1998).

From a more general viewpoint, we would like to fur-
ther investigate the possibility of using “explanation” as a
means to facilitate the integration of planning and schedul-
ing solvers. In our approach, we noticed in fact as sharing
adequate information among the different solvers improved
the overall solving process. In future work we plan to gen-
eralize this approach and include it in the APSI framework.
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