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Abstract

Social media channels such as Twitter have emerged as plat-
forms for crowds to respond to public and televised events
such as speeches and debates. However, the very large vol-
ume of responses presents challenges for attempts to extract
sense from them. In this work, we present an analytical
method based on joint statistical modeling of topical influ-
ences from the events and associated Twitter feeds. The
model enables the auto-segmentation of the events and the
characterization of tweets into two categories: (1) episodic
tweets that respond specifically to the content in the segments
of the events, and (2) steady tweets that respond generally
about the events. By applying our method to two large sets of
tweets in response to President Obama’s speech on the Mid-
dle East in May 2011 and a Republican Primary debate in
September 2011, we present what these tweets were about.
We also reveal the nature and magnitude of the influences of
the event on the tweets over its timeline. In a user study, we
further show that users find the topics and the episodic tweets
discovered by our method to be of higher quality and more
interesting as compared to the state-of-the-art, with improve-
ments in the range of 18-41%.

1 Introduction

Social media channels such as Twitter have emerged as valu-
able platforms for information sharing and communication,
in particular during public and televised events such as the
State of the Union addresses by the President of the United
States, the annual Academy Awards ceremony, etc. During
such events large amounts of commentary have been con-
tributed by crowds via Twitter. For example, over 22,000
tweets were posted around President Obama’s hour long
speech on the Middle East in May 2011. Likewise, we re-
trieved more than 110,000 tweets about the Republican Pri-
mary debate in September 2011 within two hours.

This burst of information, on the one hand, enriches the
user experience for the live event. On the other hand, it poses
tremendous challenges for attempts to extract sense from the
tweets, which is critical to applications for journalistic inves-
tigation, playback of events, storytelling, etc. How can we
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identify what these tweets were about? And did these tweets
refer to specific parts of the event and if so, what parts?
Furthermore, what was the nature and magnitude of the in-
fluence of the event over the tweeting behavior of the crowd?

We answer these questions by devising a computational
method geared towards extracting sense from the crowd’s
tweets in the context of the public events that they are in
response to. Therefore, the focus in this paper is quite dif-
ferent from the literature of sensemaking of tweets in that
the existing techniques tend to focus on either tweets in iso-
lation from the context of the event or their usage patterns,
e.g., volumes of tweets, networks of audience members and
their tag relations, etc. (see Section 2 for related work).

Our approach is based on the characterization of topical
influences of the event on its Twitter feeds. Intuitively, since
tweets are generated by the crowd to express their interest in
the event, they are essentially influenced by the topics cov-
ered in the event in some way. In order to characterize such
influences, we first propose that rather than enforcing tweets
to be correlated only with the topics of the event that occur
within time-windows around the tweets’ timestamps (a com-
mon approach in the literature, e.g., (Shamma, Kennedy, and
Churchill 2009)), they should correlate to any topic in the
event. Next, we claim that a person can compose her tweets
in a variety of ways to respond to the event. To take an ex-
ample, she may choose to comment directly on a specific
topic in the event which is concerning and/or interesting to
her. So, her tweets would be deeply influenced by that topic.
In another situation, she could comment broadly about the
event. In consequence, the tweets would be less influenced
by the specific topics but more by the general themes of the
event.

Our approach models exactly these two distinct tweeting
behaviors of the crowd, and later experimentally confirm
their existence by finding these types of tweets. We deem
the tweets episodic tweets if they are generated in the first
way, since their content refers to the specific topics of the
event. To determine what these topics are about and where
they appear, our approach splits the entire event into several
sequential segments in which a particular set of topics is cov-
ered. On the other hand, we deem the tweets steady tweets
if they are generated in the second way, because their top-
ics stay steady on the general themes across the event rather
than being affected by its varying context. The patterns of

154

Proceedings of the Sixth International AAAI Conference on Weblogs and Social Media



episodic and steady tweets and their correlations to the event
shows how people responded to the event.

Our Contributions. We have developed a joint statistical
topic model for making sense of a vast amount of tweets in
response to public events. Based on the event’s topical influ-
ences, it finds segments in the event’s transcript and concur-
rently classifies tweets into two categories (episodic/steady)
in an unsupervised manner. Enabled by this model, peo-
ple would gain much deeper insights about the event (e.g.,
which topic was most interesting to the crowd) and the
tweets around it (e.g., what they were about). In addition, the
model also sheds light on the nature of the crowd’s tweeting
behaviors in the following ways: (1) Reveals the topical con-
text of the tweets, and (2) Shows how the tweets evolve over
the event’s timeline. Such work, to our knowledge, has not
been investigated before and is not feasible with other alter-
native methods. For example, manual coding of the tweets
is prohibitively expensive, and pure topic modeling (such as
LDA (Blei, Ng, and Jordan 2003)) does not easily enable the
segmentation of the event and distinguishing between two
types of tweets.

Our results. We perform quantitative studies of the pro-
posed model over two large sets of tweets in response to
President Obama’s speech on the Middle East in May 2011
and a Republican Primary debate in Sept. 2011. Our results
reveal several key insights into how people responded to the
event: (1) We find the crowd’s tweeting behavior varies with
the timeline of the event. More episodic tweets were wit-
nessed during the event and less were found before or after
the event (the percentages on average are 55%/35%/38%).
(2) We also discover that people showed a greater level of
engagement (the total number of tweets and the percentage
of episodic tweets) in the Republican debate which centered
around national issues as opposed to President Obama’s
Middle East speech. (3) We find that, as the event evolved,
the crowd tended to comment on any topic in the event – that
topic could have been discussed before, was being discussed
currently, or was expected to be discussed later on.

We also address the issue of evaluating results in the ab-
sence of ground truth. This is accomplished with a user
study with 31 active Twitter users in a university. We eval-
uate the goodness of sampled topics and episodic tweets by
different methods based on the participants’ perception of
their quality. From the participant responses in the user
study, we observe that our approach yields better quality,
with improvements in the range of 18%–41% over the state-
of-the-art.

The rest of the paper is organized as follows. In Section 2
we discuss related work. Section 3 presents our observation
of the crowd’s tweeting patterns to an event. In Section 4 we
present our approach. Section 5 and 6 present quantitative
studies and subjective evaluations, followed by a discussion
of their results. Section 7 concludes the paper.

2 Related Work

While the topic of making sense of a crowd’s responses to a
media event is relatively new, there have been some recent

attempts to characterize events by the tweets around them.
These works include inferring structures of events using
Twitter usage patterns (Shamma, Kennedy, and Churchill
2009), event detection or summarization via tweets (Weng et
al. 2011; Chakrabarti and Punera 2011), exploring events by
the classification of audience types and categories on Twitter
(Vieweg et al. 2010), and sentimental analysis of tweets to
understand the events (Diakopoulos and Shamma 2010).

There is also a rich body of work that investigates tweets
outside the context of events. This includes studies of why
people tweet (Java et al. 2007; Zhao and Rosson 2009), rep-
resentations of tweet content using a labeled topic model
(Ramage, Dumais, and Liebling 2010), characterizing in-
dividuals’ activity on Twitter through a content-based cat-
egorization of the type of their tweets (Naaman, Boase, and
Lai 2010), and also quantifying and predicting social influ-
ence on Twitter and other social media (Cui et al. 2011;
Bakshy et al. 2011).

The focus of most of the above works is to either bet-
ter understand events or to analyze tweets on their own.
Thus, they do not provide insights on how to extract sense
from the tweets around the events. Furthermore, no ana-
lytical method has been proposed to study the correlations
between tweets and events. We have already accomplished
novel work in this direction and published relevant results
in (Hu, John, and Seligmann 2011). In this paper, we pro-
pose a new approach to capture influences of the event on its
associated Twitter feeds and provide a comprehensive and
in-depth analysis of the associated textual content.

3 Understanding Tweeting Behavior

In this section, we present a preliminary understanding of a
crowd’s response to an event they are interested in. As an
example, Figure 1 shows how the crowd interacted over the
timeline of the Republican Primary debate, namely, before,
during and after the event. The total number of tweets we
collected for this event was over 110,000.
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Figure 1: The volume of tweets (#tweets posted within 5 min.
time window) during 09/07 15:00-09/08 3:00. The debate was dur-
ing 09/07 20:00-22:00. All tweets were tagged #ReaganDebate.

Based on the graph, we make three observations: (1) The
swell of conversation occurred mostly within 1 hour right
before the debate started, indicating that a large number of
people began to pay attention to it then. Since the debate had
not started yet, we conjecture their responses were mostly
tangential (e.g., posted for presence) or commentaries about
the general themes of the debate (which were known in ad-
vance). (2) The volume of tweets fluctuated during the de-
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bate, indicating different levels of involvement of the crowd
with the evolving debate. We conjecture these changes were
due to the fact that an event is made up of segments in se-
quence. Each segment covers a set of topics which may be
uniquely interesting to the crowd and may influence their re-
sponses to be very specific to the content of the event. (3)
A much smaller volume of tweets was witnessed right after
the debate ended, indicating most people quickly lost inter-
est. We conjecture these tweets were of a different nature
(e.g. slightly more specific to the content of the event) from
the ones posted before the event, as the crowd had just lis-
tened to or experienced the event.

In addition to the above observations as reflected by the
Twitter volume, we can further understand the crowd’s re-
sponses from a different angle by analyzing their content. As
mentioned earlier, this is nontrivial due to the vast amount of
tweets. Hence, we first analyzed a small sample of tweets
through manual inspection. We find that a tweet’s con-
tent can be either weakly or strongly influenced by the de-
bate’s content. Tweets with weak correlations used words
that were mostly about the general topics of the debate. So
they seemed to be steady and less affected by the debate’s
progress. On the other hand, the words used in tweets with
strong correlations were mostly related to specific topics,
particularly influenced by the part of the debate that they re-
sponded to. Consequently, they seemed to be more episodic.
Moreover, we find the pattern of steady versus episodic com-
plies with the timeline of the debate. Before (and after)
debate, most tweets were steady, while the episodic tweets
were seen more frequently during the debate. According to
these findings, our conjectures earlier in this section seem to
be verified although the sample is limited.

4 Modeling Topical Influences

The observations mentioned above highlight the importance
of developing models that can characterize the crowd’s in-
volvement with the event. Since such involvement (tweet-
ing) is topically influenced by the event, which itself is topi-
cally evolving, we propose a novel approach based on latent
topic modeling to model this complexity.

Our proposed model is called the joint Event and Tweets
LDA (ET-LDA), which generalizes LDA (Blei, Ng, and Jor-
dan 2003) by jointly modeling the topic segmentation of
an event and two distinct types of topics within associated
tweets. ET-LDA assumes that: (1) An event is formed by
discrete sequentially-ordered segments, each of which dis-
cusses a particular set of topics. A segment consists of one
or many coherent paragraphs available from the transcript
of the event1. Creating these segments follows a genera-
tive process in ET-LDA: First, we treat each paragraph in
an event as being generated from a particular distribution
of topics, where each topic is a probability distribution over
a vocabulary. Next, we apply the Markov assumption on
the distribution over topics covered in the event: with some

1For many public televised events, transcripts are readily published by news ser-
vices like the New York Times, etc. Paragraph outlines in the transcripts are usually
determined through human interpretation and may not necessarily correspond to topic
changes in the event.

probability, the topic distribution for paragraph s is the same
as the previous paragraph s − 1; otherwise, a new distri-
bution is sampled over topics for s. This pattern of depen-
dency is produced by associating a binary variable with each
paragraph, indicating whether its topic is the same as that of
the previous paragraph or different. If the topic remains the
same, these paragraphs are merged to form one segment.

Furthermore, ET-LDA assumes that: (2) A tweet consists
of words which can belong to two distinct types of topics:
general topics, which are high-level and constant across the
entire event, and specific topics, which are concrete and re-
late to specific segments of the event. A tweet in which most
words belong to general topics is defined as a steady tweet,
indicating a weak topical influence from the event, whereas
a tweet with more words from specific topics is defined as
an episodic tweet, indicating a strong topical influence from
a segment of the event. In other words, an episodic tweet
refers to a segment of the event. Similar to the event segmen-
tation, composing tweets also follows a generative process
in ET-LDA. To begin with, we assume that the distribution
of general topics is fixed for a tweet since it is a response
tagged with the official hashtag of the event (hence it should
be related to the event). On the contrary, the distribution of
specific topics keeps varying with respect to the evolution
of the event, because it is a more directed and intended re-
sponse. So, when a person wants to compose a tweet to com-
ment on the on-going event, she has two choices on picking
the appropriate words: with some probability, a word w is
sampled from the mixture of general topics about the event,
otherwise, it is sampled from the mixture of specific topics
which occurs “locally” in the parts of the event that w refers
to. The hypothesis behind the second case is that, the audi-
ence may be influenced by a set of topics that are covered by
a particular part (i.e., a segment) of the event. As a result,
when she picks a word to respond to that part of the event,
its topic is likely to be among the topics that specifically ap-
peared in that segment. For example, consider a tweet which
was posted at the beginning of President Obama’s Middle
East speech: “Sec Clinton introducing President Obama on
#Mideast #StateDept #MESpeech”. It can be viewed as a
mixture of general topics “Middle East” that was shared
across the entire tweets corpus (words: “#Mideast” and
“#MESpeech”), and specific topic “Foreign policy”, sensi-
tive to the part of the event when the Secretary of State,
Hillary Clinton was introducing President Obama (words:
“Sec” , “Clinton” and “#StateDept”). Note that this spe-
cific topic only occurred in the tweets that were posted at
beginning of the event. Similar to the segmentation of the
event, the preference of specific topics versus general topics
is controlled by a binary variable associated with each word
of a tweet.

Fig. 2 shows the Bayesian graphical model for ET-LDA.
Mathematically, an event may choose to draw a word’s topic
zis from a mixture of topics θ(s) associated with the para-
graph s. θ(s) is a multinomial distribution over K topics, de-
termined by a binary variable c(s) under the governance of a
beta prior δ(s). If c(s) = 0, then θ(s) = θ(s−1), and s and its
preceding paragraph s−1 are merged into a segment; other-
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Figure 2: Graph model of ET-LDA. S(T ) is a set of para-
graphs (tweets). Zs (Zt) is the topic for paragraph s (tweet
t), which can be drawn either from topic mixture θ(s) of the
event or topic mixture ψ(t) of the tweets corpus. Shaded
variables W i

s and W i
t are the ith word in s and t and are

observed in the dataset.

wise, θ(s) is drawn from a Dirichlet prior with parameter αθ

for creating a new segment. On the other hand, the topic for
a word in a tweet can be sampled from a mixture of specific
topics θ(s) or a mixture of general topics ψ(t) over K topics
given a distribution c(t) defining the preference. In the first
case, θ(s) is from a referring segment s of the event, where
s is chosen according to a categorical distribution s(t). Al-
though c(t) and c(s) share almost the same functionality, c(t)
is controlled by an asymmetrical beta prior, which sets the
preference parameter αλγ (for specific topics) and αλψ (for
general topics) accordingly. Besides, an important property
of the categorical distribution s(t) is to allow choosing any
segment, which reflects the fact that a person may compose
a tweet conveying topics that have been discussed or are be-
ing currently discussed or will be discussed after the tweet
is posted. Last, φ is the word distribution over a vocabulary
with corresponding parameter β.

As inference on models in the LDA family is intractable,
a variety of approximate algorithms have been developed to
estimate the parameters of these models. In this paper, we
exploit the Gibbs sampling method for ET-LDA. As a result,
the posterior estimates of θ(s) and ψ(t) given the training set
can be calculated using Equation 1. Due to the space limit,
the detailed inference is omitted.

θ(s) =
nSi
k + ntSik + αθ − 1

nSi
(.) + ntSi(.) +Kαθ − 1

, ψ(t) =
ni
k + αψ − 1

ni
(.) +Kαψ − 1

(1)

where S is a set of segments of the speech. nSi
k is the

number of times topic k appears in the segment Si. ntSik is
the number of times topic k appears in tweets, where these
tweets specifically response to the paragraphs in Si. ni

k is
the number of times topic k appears in the tweets corpus.

5 Experiments

In this section, we study the performance of ET-LDA on
two large sets of tweets, each associated with a public tele-
vised event. We present: (1) the general and specific topics
of both events extracted by ET-LDA, (2) the evolution of

episodic tweets over the event’s timeline, and (3) the distri-
bution of segments of the events as they were referred to by
the episodic tweets. Our experiments are based on quanti-
tative studies and subjective evaluations. In Section 6, we
confirm our conjectures presented in Section 3 through the
experimental results.

5.1 Experimental Setup

Data collection. To perform the experiments, we crawled
tweets for two events using the Twitter API. The first event
is President Obama’s speech on the Middle East, where we
obtained the tweets tagged with “#MESpeech”. The second
is the Republican Primary debate, where the tweets were
tagged with “#ReaganDebate”. Note that we only consider
tweets with these hashtags, officially posted by the White
House and NBC News, respectively, before the events. We
obtained the transcripts of both events from the New York
Times2. We preprocessed both datasets and the transcripts
by removing non-English tweets, retweets, punctuation and
stopwords and stemming all terms. Table 1 summarizes the
properties of these datasets after preprocessing. We use the
hashtags to refer to these events in the rest of this paper.

Table 1: Properties of datasets used in our experiments
Events MESpeech ReaganDebate

Event Air Time 05/19/2011 09/07/2011
12:14PM-1:10PM 8:00PM-10:00PM

Time span of tweets 05/18 - 05/25 09/06 - 09/13
Total #Tweets 11,988 112,414

#Tweets before event 1,916 42,561
#Tweets during event 4,629 46,672
#Tweets after event 5,443 23,181

Expanding tweets. It is known that topic modeling meth-
ods behave badly when applied to short documents such as
tweets. To remedy this, we need to expand the tweets in
some way to augment their context. Current efforts include
using Wikipedia to enrich tweets (Hu et al. 2009), grouping
tweets by same authors (Zhao et al. 2011), etc. Inspired by
(Sahami and Heilman 2006), our approach here treats tweet
t as a query and sends it to a search engine. After gener-
ating a set of top-n query snippets d1, ...dn, we compute
the TF-IDF term vector vi for each di. Finally, we pick the
top-m terms from vi and concatenate them to t to form an
expanded tweet. In the experiments, we used the Google
custom search engine for retrieving snippets and set n = 5
and m = 10.

Model settings. We used the Gibbs sampling algorithm
for training ET-LDA on the tweets datasets with the tran-
script. The sampler was run for 2000 iterations for both
datasets. Coarse parameter tuning for the prior distributions
was performed. We varied the number of topics K in ET-
LDA and chose the one which maximizes the log-likehood
P (Ws,Wt|K), a standard approach in Bayesian statistics
(Griffiths and Steyvers 2004). As a result, we set K = 20.
In addition, we set model hyperparameter αδ = 0.1, αθ =
0.1, αγ = 0.1, αλγ = αλψ = 0.5, αψ = 0.1, and β = 0.01.

2
http://www.nytimes.com/2011/05/20/world/middleeast/20prexy-text.html and

http://www.nytimes.com/2011/09/08/us/politics/08republican-debate-text.html
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5.2 Quantitative Studies

Topics from the ET-LDA Model. The results of segmen-
tation by ET-LDA are shown in Figure 3a and Figure 3b, for
two events. We first study the topics discovered from the two
datasets by our proposed model. Table 2 and Table 3 present
the highest probability words from two distinct types of top-
ics – in the rest of this paper, we refer to them as top words.
For the specific topics (under the column Specific), we di-
rectly pick the top 2 from the distribution of topics for each
segment of the event. The topics that are ubiquitously and
consistently mentioned in the entire tweets dataset are con-
sidered as the general topics (under the column General)
because their distributions are fixed for the event (recall Sec-
tion 4). Note that all of the topics have been manually la-
beled for identification (e.g. “Arab Spring”) to reflect our
interpretation of their meaning from their top words.
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(b) Segmentation of ReaganDebate

Figure 3: Segmentation of the Event

For MESpeech (see Table 2), all specific topics in 7 seg-
ments seem to correlate with the event well from a read-
ing of the transcript. Furthermore, it is clear that these top-
ics are sensitive to the event’s context and keep evolving as
the event progresses in the sense that topics from most seg-
ments are different. The only exceptions are “Human rights”
and “Foreign policy”, which occur in two segments (S1 and
S7). This can be explained by the fact that these two seg-
ments serve as the opening and ending of the event. Usually,
the content of these two parts tends to be similar since they
are either related to the outline or the summarization of the
event. On the other hand, general topics and their top words
capture the overall themes of the event well. But unlike spe-
cific topics, these general topics are repeatedly used across
the entire event by the crowd, in particular when expressing
their views on the themes of the event (e.g., “Arab spring”)
or even on some popular issues that are neither related nor
discussed in the event (e.g., “Obama”).

For ReaganDebate (see Table 3), we show a sample of
7 (out of 14) segments due to the space limit. All spe-
cific topics and their top words from these segments look
well related to the event. However, compared to MESpeech
where the specific topics were discussed in sequence (ex-
cept for segments (S1 and S7) which we discussed above),
we discover that here the specific topics are rather disor-
dered and occur repeatedly. For example, “Healthcare” is
mentioned in both segments S3 and S10, and “Immigration”
is mentioned in segments S6 and S13, etc. This interest-
ing observation is mainly due to the structure of the debate.

Table 2: Top words from topics of MESpeech. Top 2 spe-
cific topics per segment (S1–S7). Top 3 general topics from
the entire tweet corpus.

S Specific Top Words

S1 Human rights Rights Transition People Power
Foreign policy Secure Mideast Arab Clinton State

S2 Terrorism Bin Laden Mass Murderer Cry
People Dignity Power Street Square people

S3 Arab democracy Democracy Yemen Syrian Bahrain
Egypt revolution Mubarak Resign Policy Reform

S4 Youth Promote Untapped Arab talent youth
Free speech Open Internet Mind Access Paper

S5 Economics Aid Trade Debt Billion Dollar
Reform Egypt Reform Support Resource

S6 Border problem Israel Palestine Borders State Jordan
Peace treaty Palestine Peace Jewish Agreed treaty

S7 Human rights Rights Transition People Power
Foreign policy Secure Mideast Arab Clinton State
General Top Words

Arab spring Arabia Bahrain Iran Mosques
Syrian Leader Government Stepped

Israel & Palestine Israel Palestine Borders Lines Hamas
Negotiate Permanent Occupation

Obama President Job Tough Critique
Jews Policies Attacking Weakness

Note that ReaganDebate is a multi-way conversation. Al-
though it was led by two anchors, sometimes a presidential
candidate also expounded his claims and attacked the other
candidates’ records on some topics, resulting in rebuttals
among the candidates. Besides, the event partnered with an
online medium (Politico.com) through which readers wrote
down their questions to the candidates which were then se-
lected by the anchors. Therefore, common concerns such as
“Healthcare”, “Economics”, and “Immigration” were dis-
cussed back and forth heavily throughout the entire debate,
producing many more segments than MESpeech (14 vs. 7)
and the reoccurrence of the specific topics.

Evolution of Episodic Tweets over the Event’s timeline.
Next, we study the crowd’s responses that are strongly in-
fluenced by the event. Specifically, we are interested in
how these responses evolve over the event’s timeline. De-
termining whether a response is an episodic tweet depends
on its associated preference parameter c(t). As defined in
ET-LDA, a response is an episodic tweet only if the sampled
probability P (c(t)) > 0.5, meaning that the majority of its
topics are specific topics, influenced by the content of the
segment it refers to. Figure 4 and Figure 5 plot the percent-
age of those episodic tweets, split by 3 periods of the events.
The tweets are presented in buckets, and the percentage of
the episodic tweets refers to the proportion in a bucket. Note
that the tweets in both figures were ordered by their time.

For MESpeech (see Figure 4), only 18% responses were
episodic tweets initially, indicating that most responses
at the time were either tangential or about the high-level
themes of the event. This is because the responses (first 100
to 200 tweets) were contributed almost as early as 1 day be-
fore the event started. Then, a rapid increase of episodic
tweets (from 18% to 39%) was witnessed just before the
event, suggesting that people had gathered more informa-
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Table 3: Top words from topics of MESpeech. Top 2 spe-
cific topics per segment. Top 3 general topics from the entire
tweet corpus.

Specific Top Words

S1 Campaign Tonight Republicans Campaign Leadership
Candidates Perry Romney Michele Huntsman Governor

S2 Job market Job Payroll Market Crisis Monstrous
Taxes Income Tax Pledges Taxpayer Committed

S3 Healthcare Obamacare Wrong Unconstitutional Deal
Economics Debt Fence Economics Commitment Cured

S6 Candidates Perry Romney Michele Huntsman Governor
Immigration Legal Mexico Immigrants citizen Solution

S9 Debts Government Financially Failure China
Regulations Fed Up Wrong Funding Expenditures

S10 Social Sec. Social Security Benefits Ponzi Scheme
Healthcare Obamacare Wrong Unconstitutional Deal

S13 Immigration Legal Mexico Immigrants citizens Solution
Economics Debt Fence Economics Commitment Cured

General Top Words

Social security Perry Social Security Ponzi scheme Check
Constitutional Lowest Wage Vote Wrong

Economics Private Sector Obama Conservative Budget
Amendment Growth Employment Taxes Job

Health Care Legislative Legal Solution Homelessness
Obamacare Jeopardizes Medicare Doctor

tion about it. We observe that interesting changes occur both
when the event begins and as it is ending. In both cases,
the percentage of episodic tweets rises up sharply (begin-
ning: from 39% to 52%; ending: from 43% to 50%) and
then drops down quickly. We believe this makes sense since
people are often very excited when the event starts and ends.
Under such circumstances, they tend to respond strongly to
both parts. For example, a large number of the responses
like “Obama starts talking”, ”Here we go, Obama finally
showed up” were witnessed in response to the opening of
MESpeech, and responses such as ”Obama’s speech was fi-
nally over” were seen mostly from the ending of the event.
In fact, the beginning (the ending) part is usually determined
by ET-LDA as the first (last) segment. More surprising to us
was the fact that the percentage of episodic tweets remained
mostly stable during the event. This might be because the
most audience members had lower interest levels about spe-
cific topics about the Middle East, so their responses tended
to be general even as the event was airing.
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Figure 4: The percentage of episodic tweets to MESpeech
over its timeline. Tweets were ordered by their time.

For ReaganDebate (see Figure 5), the graph for the per-

centage of episodic tweets shows a similar behavior to the
one in MESpeech. However, we also discover three key
differences through the comparison. First, the responses
are much more strongly influenced by the specific topics of
the debate when compared to MESpeech, (33% vs. 18%
in terms of the lowest percentage). We believe this is be-
cause ReaganDebate was about domestic issues that inter-
ested more people. Therefore, they tended to follow the de-
bate closely and their responses were more episodic. Sec-
ond and more interestingly, the crowd was less excited dur-
ing the opening and ending of the debate. We attribute
this to two reasons: (1) MESpeech was significantly de-
layed by 40 minutes. Therefore, responses were stronger
when the event finally began, and (2) before ReaganDebate,
there had been 4 Republican Primary debates already, so the
crowd might have been less excited at the start. Lastly, we
find the percentage of episodic tweets rises significantly dur-
ing the debate (see the percentage rise around the 66,000th
tweet). While looking through the content of the segments
that these tweets referred to, we find topics like “Health-
care” and “Economics” were discussed. We conjecture that,
since these topics are controversial and are a strong concern
in the Primaries, the responses from the audience were pro-
nounced.
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Figure 5: The percentage of episodic tweets to ReaganDe-
bate over its timeline. Tweets were ordered by their time.

Distribution of Segments Referred to by Episodic tweets.
We now study how segments in the events were referred to
by episodic tweets from the crowd. As defined in ET-LDA,
an episodic tweet may refer to any segment of an event based
on its associated categorical distribution governed by param-
eter s(t). We sample the highest probability segment from
the distribution and deem it the referred segment. Figure 6
plots the results for both events, where each data point de-
notes a tweet (which is an episodic tweet). Again, all tweets
in both figures were ordered by their time.

For MESpeech, Figure 6a shows how segments were re-
ferred to before the event started. As expected, the data
points to all segments were pretty sparse. Among the seg-
ments, Segments 1 and 2 were referred to slightly more by
the episodic tweets, since their focused topics (see Table 2)
were mostly general (e.g., “Human rights”) or popular (e.g.,
“Terrorism”) so that people could respond specifically with-
out knowing any content of the event. In Figure 6c, the data
points seem much denser for all segments. Based on the
patterns of the data points in these figures, we make two key
observations here: (1) Looking horizontally, we find that the
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crowd’s attention tended to shift from one segment to the
next as the event progressed. Our observation is based on the
fact that the density of the data points of segments evolved
over the event’s timeline (see Segments 4-6 in Figure 6c).
Initially, a segment was sparse since most people may focus
on other segments. Gradually, it becomes dense and stays
dense (as more episodic tweets were contributed) during the
time that the segment was occurring in the event. After-
wards, the density of the segment turned back to sparse be-
cause the audience may have lost interest in these topics. (2)
More interestingly, when we look vertically in the graphs,
we found the episodic tweets not only refer to the segments
whose covered topics had been discussed before or were be-
ing discussed currently, but also refer to the segments whose
topics were expected to be discussed later on in the event.
We believe this is possible as long as the person has a high
interest level in these topics. Lastly in Figure 6e, we see
the level of overall density of the segments lies between the
ones in Figure 6a and Figure 6c. We believe this is because
people had gained more information after the event (so they
responded more specifically than before the event), but also
they lost some interests in the event (so their responses were
less specific than during the event).
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(a) Before the event
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(b) Before the event

1 500 1,000 1,500 2,000 2,500 3,000 3,500 4,000 4,500
0

1

2

3

4

5

6

7

#Tweet

S
eg

m
en

t

(c) During the event
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(d) During the event

1 500 1,000 1,500 2,000 2,500 3,000 3,500 4,000 4,500 5,000 5,500
0

1

2

3

4

5

6

7

#Tweet

S
eg

m
en

t

(e) After the event
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(f) After the event

Figure 6: The distribution of referred segments by episodic
tweets. Each dot presents a tweet. All tweets were ordered
by their posted time.

For ReaganDebate, we observe two major differences
from the results in MESpeech. First, there were significantly
more episodic tweets regardless of the progress of the event
(in Fig. 6b, 6d, 6f, the data points of every segment are much

denser than the ones in Fig. 6a, 6c, 6e). Second, nearly all
segments drew the crowd’s attention (episodic tweets) con-
sistently during and after the event as the segments are con-
tinuously dense, as opposed to the ones that have evolved
over the timeline of MESpeech (graphically, every line has
short periods of high density in Figure 6a, 6c, 6e). We at-
tribute this to the fact that the crowd had a better background
in domestic issues and was familiar with the topics covered
in the event.

5.3 Subjective Evaluation

To reinforce our quantitative studies, we conducted a user
study to evaluate the “goodness” of our proposed method.
The quality test involves two parts: (1) evaluating the qual-
ity of topics, and (2) the soundness of episodic tweets, both
discovered or determined by ET-LDA.

Participants and Method. Participants were 31 graduate
students from the engineering school of a university, who
were required to follow the news closely and tweet at least
three times per week. Median age of participants was 26
years (range: 21-37 years). The procedure of our user study
is the following: each participant was presented with a ques-
tionnaire, which contained 5 parts: (i) 5 samples of segments
per event (recall MESpeech has 7 and ReaganDebate has 14
segments), together with short summaries for both events.
(ii) 5 samples of episodic tweets of each segment. Below
each tweet, its top 2 specific topics were listed. (iii) 5 sam-
ples of steady tweets to the event and its top 2 general topics
were listed as well. All topics and segments were generated
by ET-LDA during the training time and the ordering of the
samples was randomized. For the comparison of the qual-
ity of topics and the soundness of episodic tweets, partici-
pants were provided with (iv) top 2 topics extracted from the
episodic tweets (as determined by ET-LDA in advance) us-
ing a traditional LDA model trained (K = 20) on the tweets
corpus only, and (v) top 5 tweets per segment measured by
the distance (Jensen-Shannon divergence) of their topics to
the ones of the referred segment. The JS divergence was
calculated as DJS = 1

2DKL(P ||R)+ 1
2DKL(Q||R), where

R = ( 12P + 1
2Q), P is a mixture of topics for tweets and

Q is a mixture of topics for the referred segment, both are
found by the LDA. Note these tweets are neither episodic
nor steady, they are only similar/relevant to the segment of
the event. After each sample, the participant was asked to
(1) rate the quality of topics, and (2) rate the soundness of
episodic tweets as compared to the ones described in (v), on
a Likert scale of 1 to 5 rating. The duration of the study was
20-30 minutes.

Results. Now, we compare the overall performance of our
proposed method against the baseline method (LDA) us-
ing the qualitative responses obtained in the user study. In
Table 4, we show the measure of the Likert scale for the
results of two methods, averaged over the value diversity.
We observe that the best ratings are obtained by our pro-
posed method ET-LDA (on an average 18%-41% improve-
ment over the baseline LDA method). Besides, the differ-
ence between the methods is more obvious in ReaganDebate
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rather than MESpeech, because the crowd was topically in-
fluenced by ReaganDebate more (from our observation in
Figure 6b, Figure 6d, and Figure 6f) and only our proposed
model can characterize such a relationship (while LDA ig-
nores such influences).

Table 4: Performance of methods on the quality of topics
(T)for each sampled segment (S1-S5) and the soundness of
episodic tweets (ET) based on Likert scale. The higher val-
ues are better.

MESpeech

S1 S2 S3 S4 S5

T
ET-LDA 0.51 0.45 0.55 0.62 0.68

LDA 0.43 0.41 0.47 0.44 0.51

ET
ET-LDA 0.49 0.51 0.56 0.58 0.63

LDA 0.48 0.49 0.54 0.51 0.57
ReaganDebate

S1 S2 S3 S4 S5

T
ET-LDA 0.51 0.61 0.69 0.67 0.68

LDA 0.48 0.51 0.52 0.54 0.57

ET
ET-LDA 0.51 0.52 0.57 0.62 0.61

LDA 0.48 0.49 0.51 0.51 0.58

In the light of these observed differences, we study the
statistical significance of ET-LDA with respect to LDA. We
observe from Table 5 that the comparisons of ET-LDA to
LDA yield low p-values, indicating that the improvement in
performance of ET-LDA is statistically significant (against
significance level of 0.05), particularly for the quality of top-
ics in ReaganDebate. This is in conformity with our obser-
vations that ET-LDA outperforms LDA more if there exists
a strong influence from the event on the crowd’s responses.

Table 5: p-values for LDA against ET-LDA on the quality
of topics (T) and the soundness of episodic tweets (ET)

MESpeech ReaganDebate

T ET T ET

LDA 0.0163 0.0408 0.0092 0.0291

6 Discussions
We now summarize the central findings of this work. The
first finding is that the crowd’s responses tended to be gen-
eral and steady before the event and after the event, while
during the event, they were more specific and episodic. Such
findings confirm our conjectures in Section 3.

Secondly, the crowd showed different levels of engage-
ment in different kinds of events. We attribute this to the
reason that people may have greater interest levels about
the general topics of certain events (e.g., topics in Reagan-
Debate). Our final finding is that the topical context of
the tweets did not always correlate with the timeline of the
event. We have seen that a segment in the event can be
referred to by episodic tweets at any time irrespective of
whether the segment has already occurred or is occurring
currently or will occur later on. This finding is significant in
light of the fact that current approaches such as (Shamma,
Kennedy, and Churchill 2009) focus on correlating tweets
to the event based on their timestamps, however our models
enable a richer perspective.

7 Conclusion
We have described a joint statistical model ET-LDA that im-
poses topical influences between an event and the tweets
around it. Depending on such influences, tweets are labeled
steady or episodic. Our experimental results also revealed
interesting patterns of how users respond to events. Through
subjective evaluations on two tweet datasets, our proposed
model significantly outperformed the traditional LDA. We
believe this paper presents a strong model for understand-
ing complex interactions between events and social media
feedback, and reveals a perspective that is useful for tools
in event playback and the extraction of a variety of further
dimensions such as sentiment and polarity.
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