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Abstract

In this paper we study the distribution of average user rat-
ing of entities in three different domains: restaurants, movies,
and products. We find that the distribution is heavily skewed,
closely resembling a log-normal in all the cases. In contrast,
the distribution of average critic rating is much closer to a
normal distribution. We propose user selection bias as the un-
derlying behavioral phenomenon causing this disparity in the
two distributions. We show that selection bias can indeed lead
to a skew in the distribution of user ratings even when we as-
sume the quality of entities are normally distributed. Finally,
we apply these insights to the problem of predicting the over-
all rating of an entity given its few initial ratings, and obtain
a simple method that outperforms strong baselines.

Introduction

When it comes to choosing among several options, the web,
over the last decade, has tacitly conditioned most of us to
seek online ratings/reviews of the options. Imagine the last
time someone purchased a product online without studying
its reviews or went to a restaurant ignoring its ratings or
watched a movie without hearing the opinions about it. And,
imagine the countless human hours expended in perusing the
reviews from multiple websites and experts in order to make
a choice. (Ironically, in many cases, the purchase price pales
in comparison to the value and the amount of time invested
in making the purchase!)

The choice behavior of users is becoming so dictated
by ratings that sorting by average rating is presented as
the default option on most e-commerce sites. Average
ratings are equally important from the point of view of
businesses/products. A study by Luca (2011) showed that
when an independent restaurant’s average rating increases
by one star on Yelp, its revenue goes up by 5%–9% (see
also http://www.mainstreet.com/article/lifestyle/food-drink/
real-value-yelp-review); more strikingly, the actual review
text only plays a secondary role and the average rating takes
on the primary role. Anderson and Magruder (2012) showed
that an extra half-star causes restaurants to sell out 49% more
frequently. Another study by Reinstein and Snyderz (2005),
Moon, Bergey, and Iacobucci (2010), and several others
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have showed, adjusting for various factors, that positive rat-
ings on movies have a positive impact on the revenue. Given
these, the role of average rating of an entity, be it a movie,
product, or restaurant, becomes an important quantity to
study from both economic and human behavioral points of
view. What are the characteristics of average ratings and
how do they arise?

The starting point of our work is an analysis of average
user ratings from three distinct domains, namely, restau-
rants, movies, and products. We study the distribution of
average user ratings in each of these domains. We show that
the distribution in each case is heavily right skewed, with a
surprisingly close fit to a reflected log-normal distribution;
to the best of our knowledge, this observation is new. Fur-
thermore, for the movie domain, we compare the distribu-
tion of average critic ratings and average user ratings, and
find the former to have a much closer fit to a normal dis-
tribution. This suggests that the log-normal shape cannot
be explained solely by the quality of entities; characteris-
tics of rater behavior clearly play a role. We then proceed
to study the user behavioral process that can lead to the ob-
served skew.

We propose selection bias as the main reason for obtain-
ing a log-normal user rating distribution. The theory behind
selection bias is that users select entities that they expect to
like and hence rate them positively. We formulate selection
bias by using a simple model: a user applies a selection func-
tion that determines how likely he/she is to select the entity.
This model is closely related to the econometric correction
model of Heckmann (for which he won the Economics No-
bel prize in 2000). We show that a simple threshold function
for selection is enough to lead to a log-normal user rating
distribution, when the underlying quality of the entities fol-
lows a normal distribution; our observation about the critic
rating (which is a proxy for the underlying quality) distribu-
tion lends credence to the latter assumption.

We then apply these insights to the following important
problem: given the first few ratings of an entity, predict its
final average rating. For this problem, we obtain a simple
algorithm that uses our observations, and show that this al-
gorithm performs better than strong baselines such as the
average or the weighted average.

Proceedings of the Seventh International AAAI Conference on Weblogs and Social Media

110



Related Work

The related work falls into the following four categories:
work on selection bias, the economic impact of ratings, the
distribution and temporal characteristics of ratings, and the
problem of predicting popularity from early user feedback.

As mentioned in the Introduction, the study of selection
bias is by now classical; see the Wikipedia article (http://
en.wikipedia.org/wiki/Selection bias). Heckman (1979) de-
veloped a number of statistical methods to correct for se-
lection bias; our basic model is motivated by his pioneer-
ing work, though the end applications in his case are related
to regression-type problems. A nice survey of the model,
along with extensions to other settings, can be found in (Du-
bin and Rivers 1989). In online settings, Kramer (2007) ob-
served that self-selection leads to better-than-average ratings
in reputation systems. His focus was only on the mean of
the average rating distribution and on a mechanism to offset
the bias in the mean; we, on the other hand, are interested
in studying the entire distribution of the average rating. Li
and Hitt (2008) also noted that self-selection biases, espe-
cially of the early adopters, may negatively affect long-term
consumer purchase behavior. They developed a model of
self-selection by the early adopters and analyze its impact
on future sales, whereas we treat self-selection as a pro-
cess that happens for each user rating (not just of the early
adopters). Berinsky (1999) argued that selection bias might
cause differences between collective public sentiment and
aggregated public opinion. The former can be thought of
as the true quality of an entity and the latter its observed
rating; however, he did not formulate any model to cap-
ture this. Sikora and Chauhan (2011) presented a Kalman-
filtering based technique to estimate the sequential bias in
online reviews. Their model is different from ours in that
they assumed that the current review is biased by the previ-
ous review. Ma and Kim (2011) addressed the self-selection
bias, but in the context of users providing multiple reviews.

The question of bias in ratings has also been addressed
by the Recommender Systems community. For a theoreti-
cal economics view on this problem and how to use mar-
ket mechanisms to solve them, see (Christopher, Resnick,
and Zeckhauser 1999). An empirical study of non-random
user rating behavior (influenced by their opinion about the
entity) was done by Marlin et al. (2007) and the effect of
non-random missing data (due to selection or rating bias) on
rating-based recommender systems was studied by Marlin
and Zemel (2009). None of these works attempted to model
the selection bias per se.

Even before the era of large-scale online reviews, re-
searchers had already studied the relationship between mar-
ket performance and the role of critics (Eliashberg and
Shugan 1997). There is a rich literature discussing the eco-
nomic impact of online reviews; see (Pang and Lee 2008) for
a survey on early work. As mentioned in the Introduction,
Anderson and Magruder (2012) showed that restaurants that
just barely get four stars sell out about 19% more frequently
than restaurants that almost get four stars. Their findings
contradicted earlier reports by Hu, Liu, and Zhang (2008),
who found that the impact of online reviews on sales dimin-
ishes over time. A U -shaped relationship between the aver-

age propensity to review a movie and box office revenues
was observed in (Dellarocas, Gao, and Narayan 2010):
moviegoers appear to be more likely to contribute reviews
for very obscure movies but also for very high-grossing
movies.

The J-shaped distribution of raw ratings was documented
by Hu, Zhang, and Pavlou (2009), who proposed purchasing
bias (similar to choice-supportive bias) and under-reporting
bias (only the extreme raters expressing a view) as reasons
for the shape; see also (Hu, Pavlou, and Zhang 2006). Un-
like our work, they did not work with the average rating of
the product, but instead with the raw ratings. Similar ob-
servations about the skew in raw ratings were made earlier
by Chevalier and Mayzlin (2006) and Kadet (2007). The
distribution patterns of ratings have been used to study opin-
ion spam and detect deceptive reviews (Jindal and Liu 2008;
Feng et al. 2012); these merely used the empirical form
and did not in particular delve into the analytical details.
Wanderer (1970) studied the movie review patterns of crit-
ics and users and used that to refute the snobbism of crit-
ics. Ott, Cardie, and Hancock (2012) proposed a model of
reviews based on economic signaling theory, in which con-
sumer reviews diminish the inherent information asymmetry
between consumers and producers, by acting as a signal to
a product’s true, unknown quality. The temporal dynamics
of ratings has been studied in various contexts. Godes and
Silva (2012) observed that the average rating for books de-
creases over time and proposed models to explain this; we
observe a similar behavior with window-averaged restau-
rant ratings and in addition, we observe that the variance
increases. Wu and Huberman (2010) observed that later
opinions tend to show a big difference from earlier opinions,
which moderates the average opinion to the less extreme.

Previous work has also addressed the early prediction
problem, where popularity of social media content was pre-
dicted based on early user feedback. The specific definition
of popularity could differ, however. The formulation closest
to ours is the work of Yin et al. (2012). They quantified
popularity as the eventual average rating an entity would
receive, and considered the problem of ranking entities by
their predicted popularity from the early (binary) votes they
received. They proposed a model to infer the latent types of
the users and used that to do a careful weighted average of
the early votes. However, their focus was to find the top enti-
ties that would eventually become highly rated. In contrast,
in our formulation of the early prediction problem, we fo-
cus on accurately predicting the final average ratings for all
entities. Other previous work has quantified popularity by
the magnitude of user attention such as the number of votes
or views an entity received. Lerman and Hogg (2010) ad-
dressed the problem of predicting popularity based on early
user reactions to new content and developed stochastic mod-
els of user behavior on social media sites for this task. Szabo
and Huberman (2010) studied early prediction of popularity
for Digg stories and YouTube videos and found strong cor-
relations between popularities at early and later times. More
recently, Pinto, Almeida, and Gonçalves (2013) studied the
same problem over YouTube data, and improved the pre-
diction accuracy by accounting for the temporal dynamics
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Dataset # of ratings # of users # of entities
YELP 1,817,018 256,343 21,731

AMAZON 3,400,317 1,402,563 109,645

Table 1: YELP and AMAZON rating data.

in the observed early viewing patterns. None of these dealt
with predicting the future average ratings or modeling the
role of selection bias.

Data

Our main datasets are rating data from two domains: lo-
cal businesses (YELP) and consumer products (AMAZON).
Entities in these domains are consumed at relatively steady
speed, compared to, say, the movie domain, where each en-
tity is mostly consumed during a short and concentrated pe-
riod of time. We wanted to focus on these type of domains
since they allow studies of temporal effects. Information on
the size of these datasets is summarized in Table 1.

YELP We obtained a random sample of 1.8 million ratings
from reviews authored by 256,343 users for 21,731 entities
on yelp.com. Of these, 14,926 entities received at least 10
ratings and 39,005 users have provided at least 10 ratings.
Each rating is an integer between one and five, and is ac-
companied by a timestamp.

AMAZON We extracted a subset of ratings from the Ama-
zon Product Review Data1 as follows. We picked those
products with at least five ratings, and extracted over 3 mil-
lion ratings associated with these 109,645 products. These
ratings were provided by over 1 million users, 16,387 users
provided at least 20 ratings. 46,845 products received at
least 20 ratings. Each rating is between one and five stars, in
increments of half star.

IMDB In addition, we extracted average user ratings and
critic ratings for movies from IMDb. IMDb provides an av-
erage score of user ratings once a movie has received at least
five ratings. Note that not all ratings are accompanied by
textual reviews2, and we do not have information on either
the rater or the timestamp for each individual rating. In ad-
dition, a subset of the movies also has a Metascore, which
is the average of critic ratings collected by metacritic.com.
For the movie shown below, the average user rating is 0.64
and the average critic rating is 0.68. In total, we obtained
average user ratings for 16,804 movies, and of these, 1,718
had critic ratings.

1http://liu.cs.uic.edu/download/data/
2In fact, the number of user ratings is often much larger than

the number of reviews.

Distribution of Ratings (Gnitars)

Gnitar Each rating in our datasets was normalized into the
range [0, 1]. We define the “reflected” value of the normal-
ized rating as

gnitar = 1− rating.

Intuitively, gnitar reflects degree of user dissatisfaction.
(The reason for focusing on gnitar, rather than rating, will
become clearer later.)

Average user gnitar of an entity

Here we focus on the average rating received by entities with
at least n ratings. Ideally, the larger n is, the more accurately
the average gnitar reflects expected user dissatisfaction, but
extremely large n will drastically decrease the size of our
datasets. We used n = 10 for YELP restaurants and n = 20
for AMAZON products.

Figure 1(a) and Figure 1(b) show the empirical distri-
bution of average gnitar received by entities on YELP and
AMAZON. We plotted the histograms (normalized so that the
area under the curve is unit) of gnitar (i.e., 1− rating). We
observe that the mean of gnitars is clearly not the midpoint
of the rating scale: in both cases, on average, user dissatis-
faction is lower than 0.5. As we discussed in Related Work,
this is not surprising and is consistent with observations re-
ported in previous studies (on different domains). More in-
terestingly, we focus on the shape of the distribution, which
turns out to be not symmetric around the mean. We explore
this in further detail in this section.

Given the central limit theorem, one would expect the av-
erage gnitars to be normally distributed. We computed the
best fit to normal distribution using maximum-likelihood es-
timation (MLE). As we can see from Figures 1(a) and 1(b),
the empirical distributions are clearly skewed away from the
normal distribution fit, and the skew is more pronounced in
the AMAZON dataset.

Instead, the shape of the distribution closely resembles
a log-normal distribution—more specifically, a shifted log-
normal distribution. Recall that if X is log-normally dis-
tributed, i.e., X ∼ Log-N (μ, σ2), then log(X) has a normal
distribution N (μ, σ2), and Y = X − c has a shifted log-
normal distribution with support (−c,+∞). For a given c,
we can compute the best fit for shifted log-normal distribu-
tion using MLE. As can be seen from Figures 1(a) and 1(b),
the empirical distributions fit shifted log-normal distribution
nicely. (Note that since log-normal distributions are always
“heavy” on the left-side, if we were looking into the distri-
bution of rating, we would have to work with reflected (i.e.,
the mirror image of) log-normal distributions. We chose to
work with gnitar to simplify the fit.)
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(a) YELP (b) AMAZON

Figure 1: Distribution of average gnitar (i.e., 1 - rating) of entities.

(a) YELP (b) AMAZON

Figure 2: Distribution of average gnitar (i.e., 1 - rating) of users.

We also tried using smaller cut-off values on the number
of ratings per entity, and the deviation from the normal dis-
tribution could still be observed clearly.

Average entity gnitar of a user

We compute the per-user average gnitar for those users who
have given at least n ratings. Figure 2(a) and 2(b) show the
resulting distributions.

Again, we see that the distributions are skewed away from
the center in that mean �= 0.5. AMAZON has a clear asym-
metry, which a normal distribution does not fit, but a log-
normal fits very well. YELP is more symmetric, and both
normal and log-normal fit the distribution.

Average critic gnitar of an entity

We hypothesize that the skew in the average user ratings to-
wards higher values is a result of selection bias: users select
entities which they expect to like, and hence, are more prob-
able to rate highly of the selected entities. To validate this
hypothesis, we look at the distribution of average critic rat-
ings, since critic ratings are guided by profession rather than
self selection.

We examine whether average ratings from users and crit-
ics are distributed similarly or differently using the IMDB
dataset. As shown in Figure 3, the distribution of average
user gnitars is log-normally distributed (Figure 3(a)). In
contrast, the distribution of average critic gnitars is much
closer to being normally distributed (Figure 3(b)). One
might suspect this difference is due to the fact that these two
distributions are computed over different sets of movies. To
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(a) Average user gnitar for 16,804 movies (b) Average critic gnitar for 1718 movies (c) Average user gnitar for the 1718 movies
with critic ratings

Figure 3: Distribution of average gnitars of movies in the IMDB dataset: critic gnitars are normally distributed; user gnitar
distributions are better captured by log-normal.

address this concern, we limit to the movies where critic rat-
ings are available, and plot the distribution of average user
gnitars for these movies, so that the histogram is supported
by the same set of movies as Figure 3(b). As can be seen
from Figure 3(c), we still observe a distribution more closely
matched by a log-normal.

In short: critics are more normal than normal users. This
provides supporting evidence that the log-normal shape is
not an inherent characteristic of the quality of the entities,
and it is at least partially due to characteristics of the raters.
After all, critics will have less self-selection bias since it is
their job to review a broad range of movies, not just the ones
they believe they will like.

Another potential concern is that the difference in user
and critic ratings distribution arises from critics being more
critical, and not because of selection bias. To evaluate this,
we look at users in YELP who have many ratings (at least
20). We expect these users to be experts who are more
critical. Indeed, the mean of the gnitar of these users
is 0.381, while the mean of average-of-all-user-gnitars is
0.370. However, when we plot the distribution of average-
expert-user-gnitars, it still presents a fit to a log-normal dis-
tribution with a clear skew. These users, while more critical,
are still driven by choice and not profession. This reinforces
our hypothesis that the log-normal distribution is a result of
selection bias, and it is not due to raters being less critical.

Temporal trends

In this section we examine the temporal aspects of the rat-
ings using the YELP dataset.

First, we note that even if we restrict ourselves to the first
10 reviews of each entity and plot the distribution of average
gnitar of these 10, the log-normal “distortion” already ex-
ists. This is quite surprising: it suggests that whatever mech-
anism that causes the bias happens at the very beginning of
the reviewing process.

Next, we compare the average of the first 10 gnitars vs
the average of the last 10 gnitars of each entity with at least
20 ratings. More specifically, for a given entity, let X1 be
the average of the first 10 gnitars, and Xn be the average
of the last 10 gnitars, and let Y = Xn − X1. As shown

Figure 4: Distribution of average gnitar of first 10 reviews
in the YELP dataset already exhibits a log-normal shape.

in Figure 5, distribution of Y is quite symmetric and has
a good normal fit. Note, however, mean(Y ) = 0.038541;
i.e., mean(Xn)−mean(X1) = 0.0385. In other words, on
average, user dissatisfaction in the last 10 ratings is higher
than that in the first 10.

Is this a consistent trend over time? Or should this be
considered as insignificant noise? To address this question,
we conducted the following experiment. Consider a moving
window of size 10, where the kth window consists of rat-
ings [k, . . . , k + 9]. Let Xk be the average gnitar in the kth

window for one entity. For each k, we compute the mean
of Xk over a given set of entities. Note that there is a small
subtlety in this study. If we use all available entities, each
k can potentially be supported by a different set of entities,
where larger k will be supported by a smaller set of entities
with more reviews / ratings. And since entities with more
reviews tend to be more popular entities with higher ratings
and lower gnitars, this could artificially cause the mean of
Xk to go down as k goes up. In order to study temporal
changes on the same set of entities, we restrict to entities
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Figure 5: Distribution of the difference between the average
gnitar of the last 10 reviews and that of the first 10 on the
12139 entities with at least 20 ratings in the YELP dataset.

with at least 100 ratings, and plotted the mean of Xk for k
values up to 90. As shown in Figure 6, on average, we ob-
serve a steady increase in gnitars (or user dissatisfaction)
over time. Interestingly, if we plot the mean of Vk (where
Vk is the variance of gnitars in the kth window), we observe
that on average, variance is also growing over time.

Note that the increasing gnitar (or decreasing ratings) is
not an artifact of the reviewer base growing more critical
over the years. We computed the average of all ratings from
a given year in the YELP dataset, and there was no clear
downward trend over the years.

Modeling Selection Bias

The main theory of selection bias is that users select entities
that they expect to like, and hence, rate positively. In this
section we will develop an analytical model based on this
theory, which will give us an explanation of the log-normal
distribution of observed average gnitars (i.e., 1− rating).

Let E be a set of entities and U be a set of users. We
assume that each entity e in E has a true quality, denoted
by q(e). Like the transformation we did for rating to get
gnitar, we will work with q′(e) = 1 − q(e). In what fol-
lows, we use the term quality to refer to q′ (i.e., the lower
the better).3 The true qualities of entities q′ come from some
probability distribution Q on the interval [0, 1]. Given a user
u and an entity e, let g(u, e) denotes the gnitar u will give
to the entity e, if u rates e. If all users rate e, we expect the
average gnitar to be proportional to its true quality, q′(e).

Formally, if {yi, xi}ni=1 is a set of (gnitar, quality) pairs,
where yi is the user gnitar of an entity and xi = q′(e) re-
flects the true quality of the entity, we expect the following
regression model:

yi = βxi + εi, (1)
3For simplicity and ease of pronunciation, we will refrain from

using ytilauq, or quality , since the meaning of quality should be
clear from the context.

Figure 6: Mean and variance of gnitar in the kth window
for 5079 entities with at least 100 ratings. As k (i.e., time)
increases, on average dissatisfaction (gnitar) goes up—i.e.,
average rating goes down, while variance of ratings goes up.

where εi is an error term. The customary assumption is that
xi and εi are independent, and that on average the model is
correct, i.e., the mean of εi is 0. Thus, if we take the aver-
age of all the gnitars of a given entity, we expect it to be
proportional to its true quality. Hence, the distribution of
average gnitars F should following the same distribution as
Q. It is not unreasonable to assume a normal distribution for
Q, as it is frequently encountered in practice (For example,
recall Figure 3(b). The average critic gnitar value is a rea-
sonable proxy for the true movie quality, and it is normally
distributed.)

Now we introduce selection bias into our framework, and
show how it affects F . We use a simple version of the Heck-
mann correction model (Heckman 1979), which is a classic
model to incorporate selection bias. It assumes that some
observations on the dependent variable yi are censored. In-
tuitively, each user has an a priori estimate of yi, which de-
notes how likely the user will like the entity. The user only
select entities where the estimate is high. In other words,
there is some selection function S, such that the unit {yi, xi}
is censored with probability S.

Let us analyze how the selection function S changes
the function F of the distribution of the observed average
gnitars of entities. Let us assume that the error εi fol-
lows a normal distribution N (0, σ2) with mean 0. Consider
all the gnitars of an entity e with true quality given by x.
Then, according to Eq. (1), the gnitars follows the distri-
bution N (x, σ2). The selection model says that a gnitar y
is drawn from the distribution N (x, σ2) and then discarded
with probability S(y). Let t(x) denote the mean of the re-
sulting probability distribution. Thus, t(x) is the average
gnitar an entity gets when its true quality is x.
Lemma 1. As defined above, t(x) is given by the expression(∫ 1

0

y · N (x, σ2)(y)S(y) dy

)
/

(∫ 1

0

N (x, σ2)(y)S(y) dy

)
.
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This follows from the formula for the conditional expec-
tation of a random variable.

Figure 7: t(x) for threshold selection function.

Tobin (1958) considers a simple form for S in his work
on modeling selection bias. He considers a threshold c such
that S(x) is 1 for x ≤ c (q ≥ 1 − c), and 0 otherwise. Let
us simulate t(x) using this model. We fix a threshold for the
selection function, and compute t(x) for different values of
x by numerically evaluating the integral in Lemma 1. Figure
7 plots t(x), as well as MLE fit to an exponential function
a · e(bx+c). We see that t(x) has a good fit to the exponential
function in this range.

Now we look at the main question, the distribution of the
observed average gnitars of entities, which we denote by F .
In terms of the functions defined above, the average gnitars
follow the following generative model: choose x from the
probability distribution Q, then transform it using function
t(x).

The change of variable rule says that the resulting distri-
bution of t(x) is given by

F =

∣∣∣∣ ddx (t−1(x))

∣∣∣∣Q(t−1(x)). (2)

Eq. (2) gives us a plausible explanation for the log-normal
distribution we observed. Suppose Q follows a normal dis-
tribution, as is frequently observed in practice. If we assume
an exponential form from t(x), as our analysis above shows,
then t−1(x) takes the log form, and Eq. (2) yields a log-
normal distribution.

Validation

In addition to the observed log-normal distribution, we try
to provide a more direct validation of our model. We look
at the movie critic ratings from the IMDB dataset. We ar-
gued that since critics write reviews for movies they need
to review, not just those they choose to pay to go, they do
not (or to a much lesser degree) exhibit a selection bias. We

Figure 8: User gnitar vs Critic gnitar.

consider the average critic gnitar to be the true quality of
the movies. As Figure 3(b) shows, average critic gnitars are
normally distributed, which is what we would expect of Q,
the distribution of true quality. Next, for each x, we look
at all the movies with average critic gnitar x, and plot the
average user gnitar. The function is plotted in Figure 8. If
we assume that critic reviews have no selection bias, and av-
erage critic gnitar is proportional to the true quality x, the
curve should follow t(x). We see that it indeed resembles an
exponentially increasing curve, similar in shape to the curve
we obtain via simulation of our model in Figure 7.

Other biases

Note that in addition to selection bias, there are other fac-
tors that might cause the skew towards low gnitars (i.e.,
favorable ratings). One example is the choice-supportive
bias, which is the tendency to retroactively ascribe positive
attributes to an option one has selected. On top of selec-
tion bias, where users select and rate entities they are likely
to like, this bias can further inflate the submitted ratings.
Note that our model based on selection bias allows users
to be dissatisfied with entities they expect to like and rate
them negatively after the choice is made (via the εi term);
while choice-supportive bias predicts denial of unsuccess-
ful choices. For instance, many consumers, who put lots of
research and deliberation into an expensive purchase, will
often refuse to admit that their decision was made in poor
judgment (Cohen and Goldberg 1970). Note that the obser-
vation of mean ratings going down (average gnitars going
up in Figure 6) is consistent with the selection bias model—
indeed, previous work has argued that inflation in prior rat-
ings can lead to inflated expectation in later users, and cause
increasing dissatisfaction in people who chose the product as
a result of the inflated expectation. Choice-supportive bias
does not provide an explanation for this temporal trend.

Another factor that may increase ratings is the review
spam (Jindal and Liu 2008; Li et al. 2011; Feng et al. 2012;
Ott, Cardie, and Hancock 2012), where spam reviews with
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high ratings can be entered for self promotion. On the other
hand, spammy low ratings can also be entered to defame
competitors. Systematically isolating and studying the ef-
fect of these biases is beyond the scope of this work.

The Early Prediction Problem

As an application of our model, we consider the task of pre-
dicting the eventual average rating of an entity given an ini-
tial set of ratings. In a recent paper, Yin et al. (2012) con-
sider a related problem. They hypothesize a model where
users have two personalities, conforming and maverick. The
former personality prompts a user to cast her vote conform-
ing to the majority while the later personality makes her vote
different from the community. They propose a model where
they assign a probability distribution over the two personal-
ities to each user. Then, for each entity with initial ratings,
they compute the predicted score each user will give to the
entity, and take the average as the predicted eventual rating.
However, the model has the following weakness: it assumes
that every user will rate an entity in the long run. Thus, it
fails to model the selection bias, which can cause the skew
in the distribution of average ratings.

Here, we propose a simple model for the early prediction
problem based on our model. Let v̂ = (v1, . . . , vk) be a
sequence of initial gnitars for a given entity e. We want
to predict the most likely eventual average gnitar of the en-
tity, gnitar(e), given the observations v̂. Let gnitar(e) come
from a probability distribution F . Also, given an entity e
with gnitar(e) = λ, let the user gnitars for e come from
a probability distribution Gλ. Thus, given F and Gλ, we
want to compute the most likely gnitar(e) after observing
the early gnitars v̂.

Before we plug in the specific forms of F and Gλ that
we observed, we start with a simple result when both these
distributions are normal.
Theorem 1. Suppose F (x) = N (μ, σ2

1)(x) and Gλ(x) =
N (λ, σ2

2)(x). Then, for any v̂ of size k, the most likely
gnitar(e) given v̂ is

σ2
1 · k ·mean(v̂) + σ2

2 · μ
σ2
1 · k + σ2

2

. (3)

Proof. The most likely gnitar is given by

argmax
λ

P(gnitar(e) = λ | v̂)
= argmax

λ
P(gnitar(e) = λ) ·P(v̂|gnitar(e) = λ))

= argmax
λ

N (μ, σ2
1)(λ)

k∏
i=1

N (λ, σ2
2)(vi)

= argmax
λ

e
− (λ−μ)2

2σ2
1

k∏
i=1

e
− (vi−λ)2

2σ2
2

= argmin
λ

(λ− μ)2

2σ2
1

+

k∑
i=1

(vi − λ)2

2σ2
2

.

This is the weighted L2 norm, which is minimized by the
weighted average given by Eq. (3).

Eq. (3) has a nice interpretation. We take a weighted
mean of the average observed gnitar and the global aver-
age. When the number of gnitars k is large, we prefer the
entity average over the global average. Also, if the global
gnitars have high variance (σ2

1), we prefer the entity aver-
age. If the user gnitars have high variance (σ2

2), we prefer
the global average.

Now we look at our model. We know that F follows a
log-normal distribution Log-N (μ, σ2

1), while Gλ follows a
(truncated) normal distribution N (λ, σ2

2).

Theorem 2. With F and Gλ as defined above, the most
likely gnitar(e) given v̂ is

argmin
λ

log λ+
(log λ− μ)2

2σ2
1

+
k∑

i=1

(λ− vi)
2

2σ2
2

. (4)

Since there is no closed form for the optimization, we use
a simple gradient descent algorithm to compute the λ that
minimized Eq. (4).

Experimental results

Based on these insights, we conduct a simple experiment on
all entities with at least 50 ratings in the the YELP dataset
for the early prediction problem. Recall the problem: given
a sequence of initial gnitars v1, . . . , vk, predict the final av-
erage gnitar of the entity. We consider the following meth-
ods: two baseline methods, a generalization of the model
proposed by Yin et al. (2012), and two predictors based on
our model:

• Average: use the average of v1, . . . , vk
• Median: use the median of v1, . . . , vk
• NCM: We generalize the naive conformer–maverick

model (NCM) of Yin et al. (2012) to the non-binary case
in the following manner: we compute the weight of a user
u to be the cosine similarity of the user’s ratings of en-
tities to the average ratings of the corresponding entities
and use these weights to compute a weighted average of
v1, . . . , vk.

• Normal based: given by Theorem 1

• Log-normal based: given by Theorem 2.

Figure 9 shows the average error values (i.e., absolute dif-
ference between the predicted average and the true average
gnitar) for various values of k. Clearly, the errors decrease
with increasing k for each of the predictors; this is to be ex-
pected since the predictors have more information. Median
has the worst performance since its value is limited to the
integers used in the raw ratings. The performances of NCM
and Average are very similar (and hardly separable on the
plot). For all values of k, the log-normal based predictor
outperforms the normal based predictor, which outperforms
all other predictors, including the NCM. As one would ex-
pect, the gap between the various predictors decreases as a
function of k, with log-normal based estimator significantly
outperforming the rest even for values of k as high as 10.
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Figure 9: Error on the prediction task.

Conclusions

In this paper we study the distribution of average online rat-
ing of entities in a diverse range of domains. We find that
in each of the three domains, the distribution clearly devi-
ates away from the MLE fit to a normal distribution, and
has a surprisingly close fit to a reflected log-normal distri-
bution. We propose user selection bias as the underlying
behavioral phenomenon, and present a simple mathemati-
cal model that gives a log-normal distribution over observed
(reflected) ratings when the underlying quality distribution is
normal. Experiments contrasting average critic ratings with
average user ratings validated our model.

Finally, we show that a simple method derived using our
selection bias model can be effective in predicting final aver-
age rating of an entity given its few initial ratings, surpri-
zingly outperforming state of the art. Future work includes
enriching the model to account for the decreasing mean of
user ratings, as well as the increase in variance.
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