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Abstract

Online forums are a vital resource for users to ask ques-
tions and to participate in discussions. Yet, the search
functionality on such forum sites is very primitive; posts
containing the searched keywords are retrieved in the
order of their creation date. In these interactive and so-
cial web forum sites, users frequently make connections
with other users due to shared interests, same informa-
tion needs or similar profiles. A critical challenge then,
is to score and rank the forum posts while taking into
account these relations between users. In this paper, we
present a personalized search over forums that leverages
user similarities developed via multiple relations linking
users. We build a novel multidimensional random walk
model that uniformly incorporates the heterogeneous
user relations to find similar forum participants. We then
use this multi-relational user similarity to predict fu-
ture interactions by personalizing answer search. Fur-
thermore, we extend our methods to enhance keyword
search for forum readers, by using expertise scores for
all existing forum participants. Our results show that by
leveraging the author dimension we can retrieve more
relevant results than the traditional IR scoring alone.

1 Introduction
Forums are increasingly popular for seeking answers to
technical problems, providing opinions on specific products
or services, and sharing experiences. A participant in an on-
line forum can initiate a thread by posting a question or in-
voking a discussion, and then waiting for responses from
other forum users. Alternatively, users can search through
existing content for answers to their questions. The collec-
tive knowledge of the forum user community in the form of
archived discussions is a valuable resource for all Web users.

Despite their popularity, the search functionality available
on the forum sites is often very primitive. Usually the results
retrieved in response to a user query are posts containing
the query keywords, ordered chronologically. There is little
or no ranking of results based on the content in the posts.
Moreover, isolated posts are not always the right focus level
[Ganu and Marian, 2013]. A search system can leverage the
inherent social interactions between forum participants to
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enhance user experience. Forum participant interactions pro-
vide vital clues about their information needs, interests and
their preferred other users to answer questions. Some users
are prolific and knowledgeable, and participate in many dif-
ferent discussions on varying topics. Such users are likely to
contribute high quality information and their content should
have higher ranking scores. Alternately, some users are simi-
lar to each other. For instance, patients of a particular cancer
stage (Stage I through IV) are more likely to interact with
others with the same progression of the disease [Jha and El-
hadad, 2010]. Finding such similar users and weighting their
content strongly will enhance personalized search. Unfortu-
nately, existing forums do not provide such personalization.

Finding similarities in forum participants can enable a
search system to retrieve more useful results authored by
like-minded users. However, users interact with each other
for a variety of reasons. Forums often allow users to make
explicit friendships. Additionally, there exist several implicit
cues of user affinity like participating in the same threads or
discussing the same topics. Yet, two users having similar in-
formation needs at different times might never participate in
the same discussions. For instance, in a forum for mothers,
several participants will have similar questions about feed-
ing, teething, and sleep patterns. However, some mothers
with older children will never participate in newer threads
related to infants. Alternately, for a location-based business
search forum participants in the query location are likely to
provide answers despite largely varying profiles or interest.
Thus, it is a challenging problem to uniformly capture sim-
ilarities in online users while incorporating multiple signals
like profiles, interests or information needs.

Our approach to address the problem of finding like-
minded forum participants is to use a multidimensional ran-
dom walk that dynamically learns importance of the various
inter-user relations. Random walk (RW) on graphs correctly
captures many notions of node similarity. However, exist-
ing RW algorithms assume that the underlying graph is ho-
mogeneous comprising of nodes and edges of a single type
each. Our work extends the RW algorithm to a multidimen-
sional scenario, where each dimension represents a different
relation semantic connecting the nodes. Moreover, our al-
gorithm dynamically learns the importance of the various
interpersonal relations w.r.t a user and finds the top-k most
similar other users across heterogeneous relations.
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In particular, we make the following contributions:

• We design several implicit signals of user affinity and
build these relations over forum participants (Section 2).

• We propose a novel multidimensional random walk al-
gorithm over a heterogeneous graph of user interactions
(Section 3), to find the most similar nodes to a user. Our
main contribution is the method to learn the egocentric
importance of various user relations.

• We leverage the multidimensional similarity computation
to make predictions on forum participants who are most
likely to answer a question asked by a particular user (Sec-
tion 4). Predicting forum participation is useful in making
recommendations of users and threads to follow.

• Lastly, we enhance keyword search by re-ranking results
using the importance of content contributors (Section 5)
and show improvements purely IR-based text scoring.

The rest of the paper is structured as follows. We de-
scribe our forum dataset and the design of several implicit
user affinity signals in Section 2. In Section 3, we present
our multidimensional random walk (MRW) model for dy-
namically learning the importance of the heterogeneous re-
lations between users. We demonstrate the utility of our mul-
tidimensional similarity computation for enhancing person-
alized search by predicting future forum interactions (Sec-
tion 4). Next, in Section 5 we re-rank the results retrieved
by tf*idf scoring using the learned importance of the au-
thors, thus enhancing non-personalized keyword search. We
present related work in Section 6 and conclude in Section 7.

2 Forum Dataset and Implicit User Relations
We build several implicit connections amongst participants
in a breast cancer patient forum dataset. The data was col-
lected from the publicly available posts and discussions on
the online site breastcancer.org. The forum data con-
tains threads on a variety of topics useful to breast cancer pa-
tients as well as for health professionals. The search offered
by the web site over its forum data is very basic. Posts are
presented chronologically filtered by keywords, with little
scoring and ranking and no personalization.

The forum corpus is a large collection of 31,452 threads
comprising of 300,951 posts. The posts in the corpus are
written by 15K authors for whom we have unique usernames
and an optional signature containing information like loca-
tion, stage of the disease, date of cancer detection and cur-
rent treatment plan. We prune infrequent mis-spellings and
word formulations and retain 46K keywords occurring at
least five times in the entire corpus. The corpus does not
contain a reply structure or any explicit social network like
friendships over the users. We now describe the different im-
plicit relationships linking the forum participants.

2.1 Thread Co-participation
Our corpus contains 31,452 threads with an average of 9.7
and a median of 7 posts in each thread. Participants ask ques-
tions or invoke discussions through the first post in a thread,
and other participants provide answers or opinions on the
topic in the thread. When participants often post in the same

threads, it indicates their shared interests or expertise in the
topics covered in the threads, or their shared information
needs. Therefore, we build a thread co-participation relation
C between the forum participants. In C a directed edge ex-
ists from a user i to a user j if i posts in a thread after a
posting by j; this directed edge is Cij and its edge weight is
ewC(i, j). ewC(i, j) represents the frequency of user inter-
action and is equal to the number of unique threads in which
i posts after j. A higher edge weight indicates a stronger re-
lation between the two users. C often contains edges in both
directions having different weights, i.e. ewC(i, j) is usually
not equal to ewC(j, i) due to the asymmetric ordering of
posts of users i and j within threads.

2.2 Proximity of Thread Interaction
Threads in forums often span several posts, and frequently
the theme of discussion changes as participants digress.
Users who post in a thread are more likely to read contri-
butions close to their posts, and are more likely to interact
with such users in the future. We build a post separation re-
lation matrixD where a directed link from forum participant
i to j exists if i posts in a thread after j, and the edge weight
ewD(i, j) is computed as the inverse distance between the
posts of user j and user i averaged across all commonly
participated threads. The minimum distance separating two
posts is 1 (consecutive posts). As the distance between the
posts of i and j increases, the relation is weaker and the
edge weight decreases, i.e. max(ewD(i, j)) = 1. The edges
in this relation D are the same as those in the matrix C from
Section 2.1, but the definition of the edge weight compu-
tation captures a different semantic of user interaction: D
captures the closeness of user interactions within threads.

2.3 Topical Similarity from Text
The relations described above are built on common thread
participation which is often constrained by temporal factors.
We now build a relation between forum participants using
the similarity in the text in all the posts contributed by them.

To build an implicit topical similarity relation that takes
into account word synonyms in finding similarities, we im-
plement a Latent Dirichlet Allocation (LDA) topic model us-
ing the Stanford topic modeling toolbox (www.nlp.stanford.
edu/software/tmt) over the text in posts contributed by each
user. LDA enables us to derive a probability score represent-
ing user contribution for each topic; we implemented LDA
with 100 topics. Users who often write about a topic, even
with slightly different words in their language model, have
similar topical probabilities. Users are now represented with
only 100 topic features. We then build a text similarity rela-
tion T with a directed link between user i and user j as the
cosine similarity [Manning, Raghavan, and Schtze, 2008] of
their topical feature vectors. Note that, all links in T are sym-
metric, i.e., ewT (i, j) = ewT (j, i).

2.4 Profile Similarity
Finally, we capture the profile information from the optional
signatures of authors. 71.3% posts in our corpus contain a
free-form text format signature. A large majority of users
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write about their disease stage, treatment options, first di-
agnosed date and other highly relevant information which
we leverage to build the signatures relation S. We first find
all unique signatures in our corpus. We then tokenized these
to find unigrams, bigrams and trigrams and we retain 10%
of the most frequent phrases of each length, resulting in 11K
unique features. Some examples of commonly occurring un-
igrams were HER2-, Stage, Grades, 2cm, bilateral, mastec-
tomy showing the different cancer tumor characteristics and
treatment directions. Bigrams included Stage I and all other
stages of the disease, grade and tumor size details. Trigrams
contained phrases like mastectomy without reconstruction.
Therefore, signatures are useful for finding user similarity
based on their disease progression and treatment. We then
build the pairwise relation S as the cosine similarity between
n-gram frequencies of terms in user signatures.

In the following section, we design a novel multidimen-
sional random walk algorithm that finds similarity between
forum participants through a uniform combination of the
four similarity indicators C, D, T and S described above.

3 Random Walks for User Similarity
Random walks on graphs are a popular technique to find
the important or influential nodes in a graph. Perhaps, the
most popular random walk application is the PageRank algo-
rithm [Page et al., 1999]. We now describe the preliminaries
of the Power Iteration method, as it is defined on homoge-
neous networks in Section 3.1. The RW computation can be
transformed into an egocentric similarity computation using
a fixed root node as described in Section 3.2. We illustrate
the ability of random walks to capture many different no-
tions of node similarity. We then describe our novel multi-
dimensional random walk (MRW) algorithm in Section 3.3,
which can dynamically learn the importance of the various
relations and combine these in a weighted transition matrix.

3.1 Random Walks on Social Graphs
The PageRank algorithm [Page et al., 1999] was developed
to determine the importance of a web page in the homoge-
neous Internet graph where nodes represent the web pages
and the edges represent directed hyperlinks.

Preliminaries: Let G = (V,E) be a homogeneous net-
work with vertices V representing entities of the same type
and edges E representing a single relation between the ver-
tices. G contains a directed edge Gij if node i links to node
j and carries a weight ewG(i, j) representing the strength
of the directed link. Let the nodes in the network be num-
bered from 1, . . . , n and the PageRank of the web pages be
represented by the vector P , i.e., p1, . . . , pn are the PageR-
ank scores of the n vertices. The PageRank pi of a node i is
a number in (0, 1) and represents the stationary probability
that a random walk reaches this node i.

Iterative PageRank Computation: Let A be a n×n ma-
trix representing the link structure of the graph G. Aij is
defined to be zero if node j does not link to node i, and
ewA(i, j)/

∑
k ewA(k, j)∀i, j, k ∈ V if node j links to node

i. The value Aij represents the probability that the random
walk from node j will take the next step to node i.

The PageRank vector P is computed as P = A × P .
The PageRank vector P is the eigen vector of the adjacency
matrix A. In experiments, P in each iteration is computed
by iteratively multiplying A: P t+1 = A× P t.

This computation is repeated till there is no significant
change in P , i.e.,

∥∥P t+1
∥∥
1
−‖P t‖1 < ε. At convergence we

arrive at the PageRank scores for every node in the network.
In practice the relation matrix A is replaced by the transi-

tion matrixM which includes adjustment for dangling nodes
as well as random teleportations:M = α(A+D)+(1−α)E.
D is a n × n matrix representing the transition from a dan-
gling node. For a dangling node j having no out-links, the
j-th column of the matrix D has all entries 1/n assigning
uniform probability of picking any node in the graph. The
matrixE represents the teleportation step, i.e., instead of fol-
lowing out-links from nodes the walk randomly jumps to any
other node in the graph. E has all entries set to 1/n. With a
non-zero probability α the random walk proceeds along the
out-links of nodes, and with a probability (1 − α) there is
a jump to a random node in the graph. Usually, α is set to
0.85. Thus, the PageRank is computed over this modified
transition matrix as P t+1 =M × P t.

3.2 Rooted Random Walks
PageRank assigns a score to each node which represents the
node’s relative importance. For personalized search, on the
other hand, we are interested in finding similarities between
users to find top-k closest neighbors. We now describe a
modification of the RW computation that captures egocen-
tric node similarity, i.e., similarity w.r.t. a fixed node.

Algorithm: The rooted random walk (rooted-RW) [Liben-
Nowell and Kleinberg, 2003] is computed on a modified
teleportation matrix E. We fix a node r as the root node
of the random walk. The matrix E is modified such that ev-
ery entry in the r-th row is set to 1 and all other entries are
0. During the teleportation step the random surfer can jump
only to the root node r with a probability proportional to
(1 − α); the random walk originating from the root node r
periodically resets and returns to r. Hence, we are less likely
to traverse to distant nodes from r, which is desired since
these distant nodes are less likely to be similar to the root
node. The rooted-RW score of a node j w.r.t. the root node
r is Score(j)r, defined as follows:

Score(j)r = Stationary weight of j under the RW:
move to random neighbor with α
return to r with (1− α) (1)

Score(j)r represents the probability of a random walk
originating at r and reaching j following the links in the
graph. Score(j)r represents the similarity of j w.r.t the root
node r. In the next section, we describe some of the desirable
properties of random walks and how they closely capture
many notions of node similarity in social networks of users.

Interpreting Node Similarity: In a network with entities
represented by nodes, the definition of similarity closely de-
pends on the definition of the edges connecting these en-
tities. When the edges represent strength of connection or
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Figure 1: Node similarity scores captured by rooted-RW.

association, node similarity can be captured using random
walks along the edges of a network.

Consider the example graphs in Figure 1 having the root
node s and edges with unit weights. We compute the scores
of target nodes t and u w.r.t s using Equation 1. Rooted-RW
correctly capture the following notions of similarity:

• Nodes closer in the network are more similar.

• Paths via large out-degree intermediate nodes contributes
lower similarity than paths via low out-degree nodes.

• A node connected to the root node through multiple paths
is more similar to the root node.

• For two nodes connected via multiple paths, independent
paths indicate stronger similarity than overlapping paths.

As shown in Figure 1(a), the proximity of t w.r.t. the root
node s is higher (0.6) with a shorter path connecting the
nodes s and t, than in Figure 1(b) with a s − t path length
of two. In comparison, if the intermediate node a has a large
out-degree (Figure 1(c)), then t is weakly similar to s with
a score 0.16, which is much lower than in Figure 1(b). In
Figure 1(d) node t has a higher similarity score than node u
because the root node s is connected to t though more paths.
Lastly, t in Figure 1(e) has a higher similarity score than that
in Figure 1(f) due to the two independent s− t paths in Fig-
ure 1(e). The illustrative examples show that the rooted ran-
dom walks are a suitable measure to capture egocentric node
similarity. Yet, these walks are defined on homogeneous net-
works with nodes and edges of a single type each.

Next, we describe our novel MRW algorithm for uni-
formly capturing similarity over heterogeneous networks.

3.3 Multidimensional Random Walks
Entities are often linked through multiple relations. For in-
stance, people can become friends due to their shared inter-
ests, location proximity, same age or gender or having sim-
ilar experiences at the same time. The semantics of these
different relations are distinct and merging these to create a
homogeneous connections graph will result in obfuscating
important characteristics. There is a need to distinguish be-
tween the reasons for user similarity, and for dynamically
choosing the importance of the relations for each user. We
now present our MRW algorithm that uniformly leverages
heterogeneous relations for finding node similarities.

Random Walks on Heterogeneous Graphs: We first de-
fine heterogeneous graphs:

Definition 1 A heterogeneous graph G = (VN , ER) is a
graph with a node mapping φ and an edge mapping ψ where
each node v ∈ VN is mapped to one node type φ(v) → N
and each edge e ∈ ER is mapped to a link type ψ(e) → R.
There areN types of nodes andR types of links or relations.
When |N | > 1 or |R| > 1, the graph is called a heteroge-
neous graph [Sun et al., 2011].

If |N | = 1 and |R| = 1, then the graph is said to be ho-
mogeneous. A homogeneous graph comprising of a single
node type and a single link type can be represented as an
n × n adjacency matrix A, where Aij represents a link be-
tween node i and j with a value ewA(i, j) proportional to
the strength of the connection. In our multi-relational sce-
nario, we have several such matrices A1, A2, . . . , Ak where
there exist k = |R| different relations linking nodes. A mul-
tidimensional random walk is then defined as follows:

Definition 2 Let G = (V1, ER) be a heterogeneous graph
with V1 nodes and |R| types of links. Let A1, A2, . . . , Ak
each represent a single relation semantic linking the nodes
in V1. A multidimensional random walk is a random walk
on the composite adjacency matrix A = θ1 ∗A1+θ2 ∗A2+
...+ θk ∗Ak where

∑
i θi = 1 and all θi ≥ 0.

The composite matrix A is a convex combination of the
matrices representing the different semantic relations con-
necting the nodes. In other words, the MRW can be inter-
preted as follows: when the RW arrives at a node, first a
relation i is chosen with probability θi and then we jump to
an adjoining node according to the matrix Ai.

Thus, we have a unified algorithm for combining the dif-
ferent user relations. We now describe our technique to build
these relation weights θi in an egocentric manner.

Egocentric Weights Computation: A critical part of the
MRW algorithm described above is the computation of the
relation weights θi. We define the weights in an egocentric
manner w.r.t the root node. If the root node has a higher edge
weight for links of a particular relation, then this relation
should be more significant in finding similarities w.r.t. this
root node. Therefore, personal preferences should be taken
into consideration while determining weights for the multi-
ple dimensions of user relations.

For a root node r, the relation weight θi for the i-th rela-
tion amongst the k = |R| user relations is computed as:

θi(r) =

∑
m ewAi

(r,m)∑
k

∑
j ewAk

(r, j)
. . . ∀m ∈ Ai,∀j ∈ Ak (2)

In the above equation, ewAi
(x, y) represents the edge

weight or strength of relation between node x and node y in
the graph representing the relation i. The egocentric weights
θi(r) to be associated with each relation are developed as
the relative weights of edges of relation i originating from
the root node r to the total weights of the edges from r. The
weight θi(r) is high if relation i is more important w.r.t the
root node r compared to the other relations. Note that, the
weights θi(r) are computed only w.r.t. the root node r and
are not updated at each step of the random walk. The weights
are not updated so that we correctly capture the importance
of relations w.r.t. the designated root node. For instance, if
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Figure 2: Node similarity using multidimensional RW.

topical similarity is important to a root node r for making
connections, then the friends’ friends of r who are similar to
r’s friends due to other reasons are less significant to node
r. Thus, we compute relation weights egocentrically taking
into account the particular preferences of the root node.

Interpreting Multidimensional Similarity: We demon-
strate the utility of our MRW algorithm with egocentric
weights in capturing node similarity. Figure 2 shows two dif-
ferent node relationships represented by the graphs G1 and
G2. We assume that there are two root nodes r1 and r2 and
the edges in G1 and G2 represent the only connections be-
tween the nodes in each relation. The scores are computed
using the composite matrix as in Equation 1. When the root
node is r1, the relation represented by G1 has a weight pro-
portional to θ1 = 3/8 and G2 has a weight proportional
to θ2 = 5/8. We expect that the relation in G2 is more
important w.r.t. r1 because r1 makes stronger connections
in G2 as indicated by the higher edge weights of outlinks.
The relation weights correctly capture this bias. As a result,
the node similarity scores computed using Equation 1 over
the combination of two relations, assign the node c with a
higher score of 0.096 than the node b (0.072), even though
the edge weights ewG1

(r1, b) and ewG2
(r1, c) have equal

unit weight. In contrast, when we compute scores w.r.t. the
root node r2, the relation in graph G1 is more important. As
a result, b has a higher similarity score w.r.t. r2 than c.

Therefore, Figure 2 shows how the MRW correctly cap-
tures notions of egocentric similarity. The weights to be as-
sociated with each relation are chosen dynamically, allowing
us to capture the varying importance of the relations w.r.t the
root node in an egocentric manner.

Complexity: Algorithms for finding PageRank broadly
use two approaches. The Power Iteration method [Page et
al., 1999] as described in Section 3.1 uses linear algebraic
techniques. The time complexity for computing rooted-RW
using this method, for one root node is O(Knd) where K is
the number of iterations till convergence, n is the number of
nodes in a graph and d represents the average neighborhood
size. Extending the RW framework to the multidimensional
scenario requires computing the composite transition matrix
one time for each query root node, as described in Defini-
tion 2. The time complexity for computing the composite
matrix is O(nd), and we can see that our multidimensional
framework does not add a significant overhead to the rooted
RW score computation. The second approach to compute
PageRank is based on Monte Carlo approximation and is
very efficient and highly scalable [Avrachenkov et al., 2007].

In the future, we aim to implement the fast distributed map-
reduce based algorithm in [Bahmani, Chowdhury, and Goel,
2010], which computes approximate rooted-RWs from each
node in the graph in a highly efficient manner.

Next, we leverage the MRW algorithm in predicting fu-
ture interactions between forum participants using a uniform
combination of the four similarity indicators C,D, T and S.

4 Personalized Answer Search
When searching for information on online forums, users of-
ten pose a question by starting a new thread. Other inter-
ested participants then choose to participate in the discussion
to help answer the question. An online forum will benefit
largely if the likelihood of a user’s participation in a thread
is known. This will enable users to find and contribute to
the best threads, as well as provide the search users with the
most useful other users with whom they could interact, be-
come friends and develop meaningful communications.

In this section, we first describe our experimental setting
for predicting user participation in threads in Section 4.1.
We then use our MRW algorithm to find the top-k most sim-
ilar users to the searcher, and predict that these similar users
will answer the question posted in the thread (Section 4.2).
Furthermore, in Section 4.3 we combine these user similar-
ity scores with the user expertise on the particular question
in the thread, to improve predictions on participation.

4.1 Evaluation Setting
We predict which forum participants are likely to answer a
new question posted in a thread. For evaluating our meth-
ods, we divide the forum data into a training set comprising
of 90% of the threads which were initiated before the re-
maining threads. These remaining 10% threads are used as a
test set. We have about 2.1K threads in the test set and 28K
threads in the training set. Leveraging the information in the
training data, we build the different adjacency matrices C,
D, T and S representing the various relations between the
users. We also learn user preferences towards each relation
from the training data to build weights for our MRW frame-
work. The text in the initial posts and the users initiating the
test threads are used to predict which other forum partici-
pants are most likely to participate in the given discussion.
Thus, we design a new prediction task for forum partici-
pation which can be used to predict threads or other users
which are most meaningful to follow.

4.2 Leveraging User Similarity
As described above, we make predictions on the forum par-
ticipants who are most likely to answer a question posed
by the user in the test thread. We do this in the following
manner. We first compute the similarity w.r.t the user pos-
ing the question, called the test user, with all other forum
participants. This similarity is developed using Equation 1
over each of the four interpersonal relations C, D, T and
S separately using the rooted random walks as described in
Section 3.2. Therefore, we first compute user similarities us-
ing single homogeneous signals of user affinity. We then de-
velop a combined similarity using our MRW model which
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Figure 3: F1 score for forum participation prediction.

incorporates the four user relations in a unified manner, with
the computation of egocentric weights assigning varying im-
portance to each relation. As an additional baseline, we also
naively predict that the most prolific users in our training
corpus are most likely to participate in the test threads.

For comparison we also compute the user similarity using
the PathSim similarity metric defined in [Sun et al., 2011].
To the best of our knowledge, PathSim is the only user sim-
ilarity metric defined on heterogeneous networks. However,
PathSim has three key differences from our MRW model.
First, PathSim defines a fixed path over the relations for find-
ing node similarities using a fixed ordered product of matri-
ces representing the individual relations. For instance to find
users U having similar topical interests T, a path UTU is de-
fined. It is not clear how to choose the best paths or how
to combine the similarity computed using different paths.
Second, due to the predefined paths, similarity of users sep-
arated by a distance longer than the length of the path can-
not be computed. Lastly and most importantly, the PathSim
metric does not allow for computing egocentric importance
to be associated with the different inter-user relations: a key
advantage of our MRW algorithm.

Once we generate the similarity of all users w.r.t. the test
user, we rank these users to find top-k most similar users.
We predict that these top-k users are most likely to partici-
pate in the discussion initiated by the test user. Recall from
Section 2 that a thread in our corpus has very few posts on
average. Hence, we make predictions using small values of
k, i.e., k = 10, 20, . . . , 100 most similar users.

Figure 3 shows the performance of the different similarity
computation methods for predicting forum participation. As
shown, our multidimensional RW algorithm has the high-
est prediction F1 score amongst all the methods. We see
high precision at low values of k neighbors. Across the 2.1K
test threads precision@10 of our multidimensional RW al-
gorithm is 0.24 which is higher than any of the alternate
similarity computation methods in Figure 3. Note that mak-
ing accurate predictions in this scenario is a notably hard
task: we have 15K authors in our corpus who may or may
not participate in a thread for a variety of reasons. As k
increases precision decreases but recall increases from re-
call@10 at 0.22 to recall@100 at 0.41, as expected. The fo-
rum participation prediction using single relations has much
lower F1 score. The thread co-participation relation C as
developed in Section 2.1 is the strongest single indicator
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of future interactions between users. Yet, our multi-relation
approach significantly improves in the prediction F1 score
(p− value < 0.01) over the thread co-participation relation
by 3% at top-10 neighbors and 10% at top 100 neighbors.
The naive approach of making predictions of the most pro-
lific users has a significantly worse performance than several
similarity-based measures. Therefore, incorporating the dif-
ferent heterogeneous relations in computing user similarity
is beneficial in predicting forum participation.

The PathSim baseline computation on fixed length paths
performs significantly worse than our MRW method. Fig-
ure 3 shows the PathSim average prediction performance
across all metapaths of length four involving each of the
similarity relation once. PathSim does not allow for com-
puting egocentric weights, and does not uniformly capture
node similarity across the entire graph of relations connect-
ing users. The multidimensional RW method makes more
accurate predictions than the PathSim method with an im-
provement of 103% at k = 10 and 199% at k = 100
neighbors, and these improvements are statistically signif-
icant (p− value < 0.01).

The F1 Score is a set-based measure that does not take
into account the relative ordering of the predictions. We now
compare the alternate prediction methods using Mean Aver-
age Precision (MAP). MAP computation takes into account
that the correct predictions of forum participation should be
the predictions with the most confidence, i.e., the highest
similarity with the test user. Figure 4 shows the MAP values
for predictions using top-k most similar users. When evalu-
ating MAP, the multidimensional random walk method has
a significantly higher prediction MAP than any of the alter-
nate methods. Our multidimensional RW approach improves
over the single thread co-participation relation by 10% for
k = 10 neighbors and 21% for k = 100, demonstrating the
utility of incorporating multiple relations while computing
user similarities. Our method again shows statistically sig-
nificant (p − value < 0.01) improvements over PathSim
with a 24% improvement at k = 10 and a large 108% im-
provement at k = 100.

4.3 Leveraging Topical Expertise
In so far, we have generated the similarity between the test
user and other forum participants using their relations dis-
covered in the training threads. In addition, we expect that
certain users have useful knowledge in certain topics, as can
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Neighbors β = 0 β = 0.1 β = 0.2 β = 1
Top 5 0.52 0.64 (8%) 0.61 (4%) 0.59
Top 10 0.31 0.50 (8%) 0.49 (5%) 0.46
Top 15 0.24 0.43 (8%) 0.42 (6%) 0.40
Top 20 0.20 0.39 (6%) 0.39 (7%) 0.37

Table 1: Prediction MAP when combining MRWScore and
EScore with trade-off parameter β.

be learned from their posts in the training data. We can im-
prove prediction accuracy by utilizing the topical informa-
tion in the text of the thread initiating post to find expert
forum participants who have a prior knowledge in the area.

In this section, we combine the user similarity scores de-
veloped in Section 4.2 using our MRW algorithm, with the
expertise score of the forum participants w.r.t. the topics in
the first post of the test thread. To find the expertise score, we
represent each user in our corpus by a 46K word vector con-
taining the frequencies of words used in the posts authored
by the user. We then use the cosine similarity [Manning,
Raghavan, and Schtze, 2008] between the content words in
the thread-initiating post and each forum participant. If a
user has strong knowledge on the topics of the thread initiat-
ing post, he will have used a similar vocabulary in the past.
This similarity score allows us to find an expertise score for
each user in the topics of the thread-initiating post. Thus, we
combine the multidimensional user similarity score MRWS-
core w.r.t the test user with the topical expertise score ES-
core w.r.t. the test post to generate the final score of a user
as follows:

UScore = β ×MRWScore+ (1− β)× EScore (3)

The trade-off parameter β controls the effect of the two
components of the score of a user. As β → 1, MRWScore
dominates the scoring function and we get the same top-k
closest neighbors as in Section 4.2. Table 1 shows the predic-
tion MAP for varying top-k users when combining the two
user scores using Equation 3. Utilizing only the EScore at
β = 0 or solely the MRWScore at β = 1 gives lower predic-
tion MAP than the combined method of Equation 3, demon-
strating the need for such a combined method. EScore alone
has a worse performance than our method built on multi-
ple user relations (MRWScore). When predicting that top-10
most similar users will participate in the forum threads, our
MRWScore (β = 1) shows a 51% improvement in MAP over
predictions using EScore alone (β = 0).

As shown in Table 1, a combined UScore shows better
prediction MAP than each of the two individual scores. We
see noticeable improvements when the user expertise EScore
has a high impact on the overall UScore, as seen at low val-
ues of β. For k = 10 most similar users, for β = 0.1, 0.2, 0.3
the percentage improvement over the pure MRWScore pre-
dictions is 8%, 5% and 2% respectively as shown in the
parentheses in Table 1. Hence, incorporating the topical ex-
pertise of a user has a significant impact in improving pre-
diction accuracy of forum participation.

Therefore, we demonstrate the utility of our MRW algo-
rithm for computing user similarity. We enable a personal-

ized search that takes into account a users past behavior and
interactions to find other similar users and their preferred
answers. Next, we utilize our multidimensional similarity
model to enhance the non-personalized keyword search for
a general user of the forum.

5 Re-ranking Results using Author Score
Users often visit online forums and search using the func-
tionality provided on these web sites. Keyword search refers
to such search behavior demonstrated by a random visitor to
the forum site, who may or may not have participated in the
forum discussions in the past. We cannot assume any infor-
mation about the searcher, and cannot provide a personalized
search for this user 1. Yet, we can leverage the multidimen-
sional relations between forum participants to find the most
influential users in our corpus who are more knowledgeable,
prolific and write better answers. Posts written by such users
should have a higher rank in the results retrieved for a key-
word search. In this section, we discuss our method to gener-
ate authority scores for users and utilize these for improving
keyword search.

5.1 IR Scoring of Posts
The tf*idf scoring increases proportional to the frequency of
a term in the document, but is offset by the number of doc-
uments containing the term to account for commonly occur-
ring words. A common form of the tf*idf function [Manning,
Raghavan, and Schtze, 2008] is shown below:

tf ∗ idf = (1 + log(tft,d))× log(
N

dft
)× 1

CL(d)λ
(4)

where the search term is t, the document to be scored is d,
N is the total number of documents, tft,d is the frequency
of the term t in d and dft is the number of documents con-
taining the term. The scoring is inversely proportional to the
character length of the textual object CL. This weighting
is controlled by a parameter λ, λ < 1. We use this tf*idf
scoring to retrieve posts in response to a keyword query, and
refer to this score of a post as its IRScoreλ.

5.2 Authority Score of Users
Forum participants demonstrate varying behaviors; some
users are more knowledgeable, prolific and write many dif-
ferent posts on a wide variety of topics. These users tend to
participate in many different threads and interact with many
other participants. Posts written by such users are likely to
be of higher quality, containing more useful information. To
test this hypothesis, we now find the most influential users in
our forum data by developing an authority score for forum
participants over our multidimensional user graph.

For our user authority score computation, we build a ran-
dom walk over the multidimensional heterogeneous graph of
user similarities, taking into account the four interpersonal

1Users could be logged in the forum site before issuing a search
query. We can then leverage personalized information to improve
keyword search. However, our corpus does not contain session in-
formation or query logs. In the future, we wish to combine person-
alized search with results re-ranking as described in this section.
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relations C, D, T and S from Section 2. The composite ad-
jacency matrix from Definition 2 is generated by assigning
equal weights θi to each user relation Ai. Note that, the dif-
ferent relations have different overall importance in comput-
ing the authority scores of users, proportional to the number
of edges and edge weights in the different relations. Assign-
ing equal weights θi to each relation matrix allows the ran-
dom walk to take into account the varying importance of re-
lations, learned automatically from past user interactions in
the corpus. We build a random walk over the heterogeneous
multidimensional composite matrix in a non-rooted manner,
to find the overall importance or influence of the users in
our forum corpus, referred to as the AuthorityScore for
the users in our corpus. In comparison to [Balmin, Hristidis,
and Papakonstantinou, 2004] where random walks are used
on a document semantic similarity graph, our work uses the
authorship information to enhance keyword search.

5.3 Qualitative Relevance Evaluation
We now evaluate the perceived quality of our results through
crowd-sourced user studies. We first built a test-set of
queries and then conduct user studies to compare the rele-
vance of the returned result, as described below.

Representative Queries: A critical challenge in studying
forum search is the lack of a test set. We evaluate the tf*idf
scoring of posts using a set of 14 representative queries.
These queries were chosen from different areas of interest
for a breast cancer patient from side effects of a particular
medicine, alternate treatment options, to food and ingredi-
ents beneficial to patients. The queries contain 1 to 3 key-
words with an average of 1.7 keywords per query.

Evaluating the relevance of all answers to a keyword
query is very expensive. Typically users are interested only
in the top-k results where k is usually small. We assess the
relevance of top-20 results retrieved using the tf*idf scoring
function for each of the 14 test queries.

Graded Relevance Scale: It is common practice in ear-
lier works to use a graded relevance scale [Kekäläinen and
Järvelin, 2002]. Search results retrieving posts often suf-
fer from the lack of context. For evaluating our ranked
list of results, we adapt the relevance scale in [Kekäläinen
and Järvelin, 2002; Pehcevski, 2006] designed specifically
for assessing relevance at multiple focus levels, taking into
account too much or too little context. Therefore, we ask
judges to annotate search results with one of the following:

• Exactly relevant: Document contains highly relevant in-
formation at the exact level.

• Relevant but too broad: Document contains relevant in-
formation, but also other irrelevant information.

• Relevant but too narrow: Relevant information accompa-
nied with little context.

• Partial answer: Partially relevant information.

• Not Relevant: No relevant information.

This scale captures user assessment towards varying gran-
ularity levels and the usefulness of the search results.

Gathering Relevance Assessments: We conducted rele-
vance assessment on the Amazon Mechanical Turk crowd-
sourcing website (https://www.mturk.com/). Workers were
given five results to a query at a time and were asked to
mark the relevance according to the proposed scale. Work-
ers were also provided with examples of search results be-
longing to each relevance grade. Our tasks were answered
by high-quality workers with a 95% or higher acceptance
rate. We evaluated batches of tasks to find spammers based
on abnormal submissions, for instance when time taken was
very low, and blocked these workers. As an additional qual-
ity check, each task answered by the workers had an un-
marked honeypot question used to assess worker quality.
The honey-pot questions were drawn from a pool of ques-
tions evaluated by us and had the least ambiguity (we often
picked irrelevant text to remove the granularity subjectivity).
The honey-pot questions were answered correctly by work-
ers who understood the instructions and who were not spam-
mers. After these quality filtering steps, we retained 71%
of the relevance annotations, resulting in 7.6 individual as-
sessments for each search result on average. The relevance
assessments were completed by 175 workers, with 114 s
required to complete each task on average. For computing
the final relevance grade of a result, we used the expecta-
tion maximization (EM) algorithm proposed by Dawid and
Skene [Dawid and Skene, 1979] that takes into account the
quality of a worker in weighting his vote. Gathering multiple
votes and these cleaning and pruning methods reduces the
error in relevance judgements ensuring that the annotations
obtained are highly reflective of a general user’s perception.

5.4 Re-ranking results
As described in the previous section, we obtain relevance
estimates on a graded scale for the top-20 results for our
test queries. We now re-rank the posts retrieved by the tf*idf
scoring using a trade-off parameter ω to compute a modified
post score as shown below:

ScorePost = ω × IRScoreλ + (5)
(1− ω)×AuthorityScore

We compare the relevance of the pure IR scoring with the
re-ranked list of results leveraging the user AuthorityScore.
We evaluate the ranked lists of results using mean average
precision (MAP) [Manning, Raghavan, and Schtze, 2008].
Computing MAP requires binary relevance assessment. For
our experiments we assume that if the users annotate a
search result as Exactly relevant, Relevant but too broad or
too narrow, then the result is relevant. Figure 5 shows the
MAP of the top-10 ranked results for different values of the
trade-off parameter ω. As described earlier, the IR scoring
returns a different ranked list for each size parameter λ, and
we show the MAP for two values, λ = 0.1, 0.2. As shown
in the figure, we get a higher overall MAP when the results
are re-ranked using the user AuthorityScore generated by
our multidimensional RW over the various implicit user re-
lations. The MAP value peaks in the range of ω = 0.7 to
0.9. Setting ω = 0.9 is a suitable choice (larger focus on IR
score) and at this value the combined post score from Equa-
tion 5 achieves a 5% and 4% improvement over the IR score
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Figure 5: MAP of top-10 retrieved results.

ranking for λ = 0.1, 0.2 respectively. Hence, utilizing the
authority score of users can have a noticeable impact on the
perceived relevance within as few as the top-10 results.

We further investigate the quality of the re-ranked results
by taking the gradation of the relevance assessments into ac-
count using the discounted cumulative gain (DCG) [Croft,
Metzler, and Strohman, 2009]. DCG accounts for the de-
crease in importance of results as rank increases.

We translate the five relevance grades from Section 5.3 as
follows: Exactly relevant has a score of 5, Relevant but too
broad and Relevant but too narrow has a score of 4 and 3
respectively (incomplete information is worse than having
to read extra text), Partially relevant has a score of 2, and
Not relevant has a score of 1. Using these relevance scores
we generated the DCG for each result list.

Figure 6 shows the comparison of DCG values for the
different ranked lists controlled by the trade-off parameter
ω. Again we see that the DCG of the re-ranked result set at
ω = 0.9 is higher than that of the pure IR scoring; our MRW
method for computing AuthorityScore for forum participants
assist in enhancing keyword search result relevance.

Thus, we build several implicit relations between online
forum participants and demonstrate how these relations can
be leveraged in a unified manner to enhance both personal-
ized and keyword search.

6 Related Work
Many studies have discussed the different relations between
online users. In [Adamic and Adar, 2005] the authors study
the connections between users in two social networks using
relations ranging from physical proximity, organizational hi-
erarchy and profile information like gender or age. More re-
cently, the authors in [Carmel et al., 2009] studied user sim-
ilarity through explicit friendships or relations, through im-
plicit co-participation and engagement with tags and com-
ments, and a topic-based similarity. These studies indicate
that there are many explicit and implicit reasons for user in-
teractions in online communities, and there is a need for a
unified framework for combining these diverse signals.

The PageRank citation ranking [Page et al., 1999] and
several extensions like the topic-sensitive PageRank com-
putation [Haveliwala, 2002] and personalized PageRank in
ER graphs [Jeh and Widom, 2003], use the random walk
methodology for finding authority nodes in a graph. These
earlier works are built on homogeneous networks and fail
to capture the notion of heterogeneous signals of node sim-
ilarities. While PageRank computed the authority scores or
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Figure 6: DCG of top-10 retrieved results.

influence scores over nodes, the rooted-RW method [Liben-
Nowell and Kleinberg, 2003] is a commonly used metric for
node similarity computation with respect to a fixed node.
In our work, we extend the authority computation of the
PageRank algorithm, and the node similarity computation of
the rooted-RW method to a multidimensional relation space.
In the future, we aim to extend our work by implementing
approximate rooted-RW efficiently using the map-reduce
framework in [Bahmani, Chowdhury, and Goel, 2010], and
also extend our work to evolving social graphs [Bahmani et
al., 2012] of forum participants.

The edges in our multidimensional graph represent sim-
ilarity between nodes. In [Liben-Nowell and Kleinberg,
2003], the authors compare the effectiveness of about fif-
teen different similarity measures including the rooted-RW
measure for predicting links in a co-authorship network.
The studies in [Faloutsos, McCurley, and Tomkins, 2004;
Koren, North, and Volinsky, 2007] find subgraphs that rep-
resent the connection between any two nodes in the graph
efficiently, and use these subgraphs to compute node prox-
imity. However, these studies do not incorporate multiple
user relations. In our work, we define edge weights using
cosine similarity or frequency counts of common user be-
havior, and develop similarity scores across the entire social
graph. In the future, we aim to infer the reply structure in
posts [Seo, Bruce Croft, and Smith, 2011] and study differ-
ent edge weights and similarity measures.

Recently, the PathSim algorithm [Sun et al., 2011] was
built on heterogeneous graphs and learns node similarity us-
ing fixed length predefined paths. Another approach in [Lao
and Cohen, 2010] finds answer nodes to a typed query by
assigning weights to constrained paths along the random
walks. These predefined paths fail to find relations between
distant nodes and do not allow for a dynamic selection of re-
lations or paths w.r.t. a fixed user for similarity computation.
Our work focuses on finding node similarities in heteroge-
neous relation graphs, with egocentric relation weights.

Topical analysis of the content posted by users along with
the social network of interactions has been successfully used
to predict the cancer stage of patients [Jha and Elhadad,
2010]. Similarities between posts and the reply structure in
threads has been used for topic detection and opinion leader
discovery [Zhu, Wu, and Wang, 2010]. Textual content [Xu
and Ma, 2006] or common forum participants [Chen, Zhang,
and Wang, 2008] have been successfully used to introduce
links between different threads in user forums. The study in
[Chen, Zhang, and Wang, 2008] combines the IR scoring of
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the text in posts with the importance of the thread learned
via links. Yet, very little research has focused on improving
search over forums using the interpersonal relationships of
forum participants. In our work, we re-rank keyword search
results using the authority score of users and show that the
new ranking yields higher overall relevance as perceived
by crowd-sourced judges. As shown in [Alonso, Schenkel,
and Theobald, 2010], crowd-sourced relevance assessment
of XML search obtained via Mechanical Turk had compara-
ble quality to INEX specialized judges.

Finding similar users in online data has significant social
and economical applications like targeted advertising and
marketing, online dating, and networking. Predicting links
in social networks using similarity measures and user be-
havior across networks is useful in understanding and ad-
dressing future user needs. In our work, we learn the inter-
personal relationships amongst forum participants to predict
users who are likely to answer questions posed in a thread.

7 Conclusions
Online users interact with each other due to a variety of rea-
sons ranging from shared interests, similar profiles, or same
information need at the same time. In this paper, we describe
a multidimensional similarity framework that builds a ran-
dom walk using heterogeneous relations between users, en-
abling us to capture user similarity across a variety of rea-
sons in a unified manner. Our heterogeneous framework cap-
tures egocentric similarities for a user in our data, and we
leverage these similarities to make highly precise predic-
tions on future interactions between users. Finding which
users are likely to provide answers to questions posted on
a forum improves user search experience in a personal-
ized manner. In addition, we conducted user studies to as-
sess the relevance of search results generated in response to
keyword queries. We then enhance keyword search by re-
ranking results retrieved by traditional IR scoring by learn-
ing the authority of users contributing to the forums. Our
results demonstrate an improvement in overall search result
relevance within as few as top-10 results, as perceived by
crowd sourced judges. Thus, we uniformly capture multi-
dimensional relations between users to enhance search and
access over online forums.
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