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Abstract

Social media is a new public sphere where people can, in
principle, communicate with each other regardless of their
status. However, social categories like gender may still bias
online communication, replicating offline disparities. Exam-
ining over 94,000 Twitter users, we investigate the association
between perceived gender and measures of online visibility:
how often Twitter users are followed, assigned to lists, and
retweeted. Our analysis shows that users perceived as female
experience a ‘glass ceiling,’ similar to the barrier women face
in attaining higher positions in companies. For users in lower
quartiles of visibility, being perceived as female is associated
with more visibility; however, this tendency flips among the
most visible users where being perceived as male is strongly
associated with more visibility. Our results suggest that gen-
der presented in social media profiles likely frame interac-
tions as well as perpetuates old inequalities online.

Introduction

One of the most important developments in early 21st cen-
tury computing is social media. As a new, enhanced ‘pub-
lic sphere’1 online platforms such as Twitter, Facebook, and
Reddit allow users, in principle, to share and transmit ideas
to potentially large audiences. Despite the promise of social
media, existing studies show that online attention is highly
skewed with a relatively small number of users attracting
a disproportionate amount of attention (Kwak et al. 2010;
Wu et al. 2011). Thus, an important theoretical agenda for
the study of social media and online communities is to un-
derstand why some users attract more attention while other
users go unnoticed.

Empirical research shows that many factors influence how
much attention one receives on social media (Suh et al.
2010). User behaviors affect attention: for instance, users
who post more or post about certain topics may attract
more attention online (Romero et al. 2011; Wu et al. 2011;
Weng et al. 2010). Individuals or groups with substantial
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1Jürgen Habermas used the term “public sphere” to describe
the social space where people gather freely to discuss matters of
interest on roughly equal footing (Habermas 1991).

‘real world’ reputations, such as politicians, can readily gain
online visibility (Morales et al. 2014). It is relatively less un-
derstood, however, how social status, such as gender, inter-
acts with online attention. Differences in visibility can man-
ifest in two ways: first, an individual’s social status affects
online behavior, which then can affect attention. Second,
an individual’s demographic information contained in user
profiles may impact the amount of attention they receive. A
female user, for example, might achieve less visibility be-
cause of gender bias. The “action-identity” theory that we
offer is that the decision to follow someone on social me-
dia is affected by the user’s behavior (actions) and the infor-
mation they offer about themselves (identity) through their
profile. In other words, actions and identities influence vis-
ibility. This theory speaks to previous scholarship on how
individuals communicate online identities through their be-
havior (Kim, Zheng, and Gupta 2011) and ethnographic re-
search on computer-mediated communication that examines
interactions within an online social context (Carter 2005).
While some social media users may intentionally misrepre-
sent their gender, such deception has little bearing on the
reality of potential bias against their ‘perceived’ identity.

We implement two gender inference methods of Twitter
profile images and user names to assess how user actions
and attributes contribute to online visibility. The correlation
of demographic characteristics and user behavior is not the
focus of this paper. Instead, we focus on: how identity affects
a user’s attention and visibility in social media.

Motivated by the “action-identity” theory of visibility,
we test whether the gender inferred by user profiles affects
users’ number of followers, how many lists they are added
to, and how often they are retweeted on Twitter. In other
words, does presenting oneself as female or male confer an
advantage or disadvantage in developing visibility control-
ling for other online behaviors? Thus, we test the following
hypotheses:

H1 Perceived female Twitter users have fewer followers than
perceived male and gender ambiguous users.

H2 Perceived female Twitter users appear on fewer lists than
perceived male and gender ambiguous users.

H3 Perceived female users are less likely to be retweeted than
perceived male and gender ambiguous users.
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Motivated by the ‘glass ceiling effect’ literature which
posits that women face an invisible barrier at the highest lev-
els of an organization (Cotter et al. 2001), we propose a more
fine-tuned hypothesis:

H4 The relationship between perceived gender and measures
of visibility will operate differently in lower and higher
levels of visibility: perceived female users are penalized
more at higher tiers of visibility.

We test the hypotheses with a random sample of over
94,000 Twitter accounts collected in 2015. Our analysis con-
firms that there is a significant association between gender
and visibility, especially at the highest tier of visibility. For
instance, among users with fewer followers, those with fe-
male names or profile images have slightly more followers
than others. But among those with many followers, those
with male names have more followers. We posit that social
status, and gender in particular, may still play an important
role on social media. Our findings suggest that there exists a
‘glass ceiling’ on social media, where disadvantages against
female users are found among the users with high visibility.
These differences exist even after we control for account age
(years), number of lifetime tweets, the 20 most common top-
ics that appear in the Twitter who-is-who database, offline
popularity through verified accounts, and five other factors.
This finding mirrors social science literature, which docu-
ments greater gender disparity as women reach the ‘highest’
levels of their occupation (Williams 2005).

Related Work

Gender Inequality and Glass Ceiling

Our work speaks to a growing body of literature which
investigates how similarities or differences between users’
identities and social statuses provides a mechanism for eval-
uation (Greenwald, McGhee, and Schwartz 1998; Eagly and
Karau 2002; Anderson et al. 2012). In interactions, individu-
als often categorize others based on their education, gender,
ethnicity, or occupation (Willis and Todorov 2006). These
social categories often come embedded with a set of as-
sumptions and stereotypes. For instance, men are generally
assumed to be more competent than women (Fiske et al.
2002). These beliefs can affect how much individuals par-
ticipate, how their input is evaluated by others, or the level
of influence or authority they achieve (Ridgeway 2001).

Gender inequalities — including differences in social
status, political influence, and control over material re-
sources — continue to persist offline and are thus an impor-
tant area of study (Padavic and Reskin 2002; Tilly 1999).
Multiple disciplines report occupational gender segrega-
tion (Sugimoto, Ni, and Larivière 2015) and gender dispari-
ties in pay and employment, especially for mothers (Correll
and Benard 2007).

Research has shown a gender bias, at least implicitly, in
professional settings (Oakley 2000; Tomaskovic-Devey et
al. 2006). Women struggle to break through an occupational
barrier, or glass ceiling, whether it be a scholar’s citations
and output (Ward, Gast, and Grant 1992; Sugimoto et al.
2013), promotion to supervisory positions (Reskin and Ross

1992), or wage inequalities (Merluzzi and Dobrev 2015).
The question of whether similar barriers exist online for
users perceived as female remains unanswered.

Online Social Media and Gender

Gender can frame online interactions and impact how peo-
ple use social media. Research shows that women initially
lagged behind men in access to and usage of the Inter-
net (Bimber 2000). While men and women use Twitter
in roughly equal proportions today, (Duggan and Smith
2013) research shows that on many social media platforms
men and women continue to differ in their interpersonal
communication styles (Kivran-Swaine et al. 2012), what
they present or conceal about themselves (Quercia et al.
2012), and their online behavior (Kim, Sin, and He 2013;
Thelwall 2008; Ottoni et al. 2013). There is growing inter-
est in identifying the demographics of social media users
and their characteristics (Mislove et al. 2011; Chang et
al. 2010). Studies show gender disparities on Wikipedia
in content, contributors, and revisions for the top tier of
Wikipedians (Wagner et al. 2015; Reagle and Rhue 2011;
Lam et al. 2011; Antin et al. 2011; Lam et al. 2011). As
more researchers investigate the influence or popularity of
social media users and groups, examining whether offline
status hierarchies exist online becomes a rich new avenue
of study (Aral and Walker 2012; Magno and Weber 2014;
Garcia, Weber, and Garimella 2014).

Visibility and Influence Online

Given the vast potential audience in global social media,
many users naturally strive for more attention. Larger vis-
ibility, attention, and audience can be translated into mon-
etary benefits and influence on public discourse (Jürgens,
Jungherr, and Schoen 2011; Vergeer and Hermans 2013).
Thus, many studies quantify user’s ‘visibility’ and ‘influ-
ence’ using a wide array of techniques and metrics (Brown
and Feng 2011; Aral and Walker 2012). We underline the
distinction between influence and visibility. Influence fo-
cuses on the changes that one can make, while we use the
term ‘visibility’ to refer the size of the audience or the reach
one has, which does not necessarily translate into effects.
Celebrities tend to be highly visible, but are not necessarily
influential, while domain experts may have less visibility but
stronger influence. We use basic metrics of online visibility
as a first step towards measuring online gender disparities.

Data and Methods

Twitter User Data Collection

We collected data from Twitter’s ‘Gardenhose,’ which in-
cludes about a 10% sample of Twitter’s entire public
stream (McKelvey and Menczer 2013). All data collection
was done according to regulations outlined by our organiza-
tion’s human subjects ethics board. Because the Gardenhose
is an activity-based sample, sampling users by selecting ran-
dom tweets or by examining a small time window will pref-
erentially sample more active users. To minimize this bias,
we first obtained a set of 34,470,349 users who appeared in
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the Gardenhose stream in the month of February 2015, and
then randomly sampled 104,179 users.

To minimize the effect of bots on our analysis, we
removed the user accounts whose followers-to-friends
(followers-to-followee) ratio is less than 0.1, following a
previously suggested spam-filtering procedure (Thomas et
al. 2011). Through this filter, we removed about 9% of
the accounts, which is close to the previously reported es-
timates on the number of social bots on Twitter (Seward
2014). The filtering left 94,645 users in our final sample. We
cross-checked the effectiveness of this approach by using
the ‘bot-or-not’ API, which implements a machine learning-
based method with many features (Ferrara et al. 2014). We
sampled 200 user accounts and assessed them through the
bot-or-not application. Among our sample, about 84% of
those could be evaluated through bot-or-not; the users that
could not be accessed by bot-or-not included those who had
changed their screen name, made their profiles protected, or
left Twitter. Out of the accounts examined through bot-or-
not, only three (1.7%) were identified as a bot, according to
a threshold of 80% in the bot-or-not score. 137 users out of
168 users (about 80%) from our random sample had a prob-
ability of less than 50%, suggesting that it is unlikely that
our results are heavily skewed by the presence of bots. Also
note that even having bots in our sample does not invalidate
our approach because we examine the relationship between
users’ self-representations and their visibility.

Finally, we collected the first tweet of each user during
February 2015 and obtained all available metadata about the
tweet and the user. Our sample of 94,645 includes informa-
tion about users’ followers, friends, account age, number of
tweets, listed count, profile image, location, profile descrip-
tion, URL, and whether the account is verified.

Retweeted Counts. For each user in our dataset, we
counted all the retweets of the user’s tweets that appear in
the Gardenhose in February 2015. This count does not show
the total number of retweets for a user because we only had
access to a 10% sample of Twitter data. However, this data
still tells who is retweeted relatively more or less than others.

Topics of Expertise. In an effort to control for potential
confounding factors, we extract the information about top-
ics of expertise or interests for active users. Twitter has a
‘List’ feature where users can organize others by creating
topical feeds-lists of users. For instance, one may create a
“Data Scientists” list and organize Twitter users into this list
to keep track of tweets from those in the list. It has been
shown that one can accurately identify domain experts by
examining the lists that people are on (Sharma et al. 2012).
That study also led to a “Twitter who-is-who” service, which
we use to get the ‘topic’ labels (topics of expertise and inter-
ests) of users in our sample. We extracted the topic labels of
3,414 (out of 94,654) users and associated strength — num-
ber of times listed — of each topic label using the service.
We manually cleaned several top topic labels. For instance,
we merged ‘businesses,’ and ‘biz’ to ‘business’ and removed
labels such as ‘best,’ ‘bro,’ ‘new,’ and ‘uk.’ Then, we ex-
tracted the 20 most popular topics: ‘art,’ ‘artists,’ ‘bloggers,’
‘business,’ ‘companies,’ ‘design,’ ‘info,’ ‘journalists,’ ‘life,’

‘marketing,’ ‘media,’ ‘music,’ ‘news,’ ‘organizations,’ ‘poli-
tics,’ ‘sports,’ ‘technology,’ ‘tv,’ ‘world,’ and ‘writers.’

Gender Inference

We combine two gender inference methods to accurately as-
sess the perceived, or presented, gender of Twitter profiles.

Name based Gender Inference. All Twitter users have a
screen name of their choice (e.g., “@POTUS”). In addition,
users usually populate a ‘username’ field in their profile.
Users either disclose their real name (e.g., “Barack Obama”)
or put any text string of their choice. Even if users do not
disclose their real name, any name put in the user name field
may trigger others to view their account as a male or female
one. Regardless of true gender and real name, if a user puts
“Anne” in the profile it is likely that the other Twitter users
perceive them as female.

To determine the gender of a Twitter user’s name, we em-
ploy the U.S. Census-based method (Mislove et al. 2011).
The U.S. Census documented 92,626 unique first names and
their gender profiles in the U.S. from 1900 to 2013, rep-
resenting one of the most comprehensive data sets on gen-
der and names available (Center 2013). Although there exist
many non-English names in the dataset, we restrict our anal-
ysis to the users who selected English as their language in or-
der to more accurately estimate culturally relevant schemas
for the gender of names.

We first extract the first word from the ‘username’ field
of each user profile. We consider a ‘username’ a valid first
name if it appears in the U.S. Census database. To as-
sess the gender of users’ first names, we consult the U.S.
Census database, which documents the fraction of males
and females with each first name. Although a majority of
names is gendered (e.g., almost every “Anne” is female),
there are gender-neutral names, such as “Pat,” which ex-
hibits a 40:60 female-to-male ratio. We classify first names
into two classes: ‘strongly gendered’ and ‘weakly gendered’
names. Strongly gendered names exhibit a female-to-male
ratio larger than 0.95 or smaller than 0.05; the other names
are considered to have weak gender associations. We label
users with strongly gendered names based on the dominant
gender of the names while labeling users with weakly gen-
dered names as ‘gender ambiguous.’

Because we are interested in the association between vis-
ibility and perceived gender, our discussion and analysis fo-
cuses on strongly gendered users, those clearly perceived as
male or female by others. However, we include comparisons
with ‘gender ambiguous’ users and ‘unknown’ users, who
did not have a valid first name in their user profiles. These
additional categories are relevant because they reveal new
avenues of study where disparities may exist between users
clearly perceived as male or female, users with purposeful
or accidental gender ambiguity, and other accounts such as
those belonging to organizations. To assess the accuracy of
this method, three coders manually inspected a random sam-
ple of 200 Twitter users. Accuracy was computed by com-
paring the gender estimated by coders with the values from
the gender-name association method. Using majority vote,
our gender assessment had 81.5% agreement with coders.
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Table 1: Gender detection by first name and profile image
Gender by name by image
Total 54,195 15,463

Female 23,287 (43%) 5,721 (37%)
Male 23,352 (43%) 6,861 (44%)

Ambiguous 7,556 (14%) 2,881 (19%)

Table 2: Confusion matrix for users with name and image
By Name

Female Male Ambiguous

By image
Female 3,243 329 459
Male 325 3,840 544

Ambiguous 746 934 217

Profile Image based Gender Inference. To improve the
accuracy of gender inference as well as to cross-evaluate the
name based inference method, we use an automatic facial
feature recognition service ‘Face++’ (Fan et al. 2014). Re-
cent developments in deep learning have significantly im-
proved the performance of computer vision methods. Par-
ticularly in face recognition tasks, computer vision tech-
niques have surpassed human performance (Taigman et al.
2014). Online services such as http://how-old.net by Mi-
crosoft (Team 2015) and Face++ have begun to provide APIs
for detecting gender, race, age, etc. from a profile image and
achieves high levels of recognition accuracy (Zhou, Cao,
and Yin 2015). In August 2015, we used the Face++ on-
line API and collected gender label of 15,463 users (19,072
users were assessed and the service failed to identify a per-
son in 3,609 cases). We labeled users as ambiguous if the
confidence level reported by Face++ was below 95%.

Combining Results of Name based and Image based
Gender Detection. Table 1 compares the gender identifi-
cation results by name and image. Table 2 shows the conflict
between the two gender detection methods. The image based
method identified the gender of 15,463 users and its inter-
section with the name based results (total 54,195 users) con-
tains 10,637 users. We measured the agreement between the
two methods and found a total of 654 conflicts. These cases
were manually assessed to categorize 285 users as female,
236 users as male and 133 (113 cases of name-image con-
flicts, 11 organizational accounts, and 9 inactive accounts) as
ambiguous. In sum, incorporating profile images in our gen-
der identification allowed us to detect the gender of 3,844
additional users who had either not provided a name or were
classified as gender ambiguous by the name. Furthermore,
these two methods displayed good agreement where both
identified 3,243 and 3,840 users as female and male and 217
as ambiguous. The Cohen’s Kappa statistic for agreement
between these two methods is 0.49.

In sum, we categorize users into four classes:
Female: users who have strongly gendered female names,

profile images, or both.
Male: users who have strongly gendered male names,

profile images, or both.
Ambiguous: users whose names or images do not

strongly signal either gender. Users may have gender-neutral
names (e.g. “Pat”), gender-ambiguous profile images, or a
conflict in name and image that cannot resolved even with
manual inspection.

Unknown: users whose first name did not appear in the
US Census database and their images could not be assessed.

In our sample of 94,645 users, we identified 25,953
(27.4%) ‘male’ users and 25,394 (26.8%) ‘female’ users.
7,676 (8.1%) users are ‘gender ambiguous’ and 35,622
(37.6%) users fall into the ‘unknown’ category.

Variables and Statistical Models

We use multivariate regression to study the associations be-
tween gender and visibility. Since age of the accounts, de-
scription, number of tweets, and other user activity variables
can affect Twitter visibility, we use such factors as control
variables. Below, we explain our dependent, independent,
and control variables in detail.

Dependent Variables

As the key proxies of online visibility on Twitter, we select
the following three dependent variables: the ‘number of fol-
lowers, the ‘retweeted counts,’ and the ‘listed counts.’ The
number of followers is the most basic measure of visibil-
ity, as it reflects the size of one’s audience (Hong, Dan, and
Davison 2011). Yet, the number of followers cannot paint
the full picture for several reasons: first, because reciprocity
plays a role — people often follow back if someone follows
them — some users have many followers simply because
they follow many users (Kwak et al. 2010). Second, one
can create or buy followers (Messias et al. 2013). Third, the
types of followers can be important. For instance, someone
followed by a small number of celebrities and experts may
be able to make a larger impact on public discourse than oth-
ers with more, but less important followers (Cha et al. 2010).

Retweets and lists provide complementary information
about visibility. Because being retweeted implies that some-
one considers the tweet worthy, retweets have been consid-
ered as another basic proxy of visibility and influence (Za-
man et al. 2010). As explained above, lists strongly signal
expertise (Sharma et al. 2012) and capture more domain-
specific visibility (Velichety and Ram 2013).

Control Variables

Because many factors can affect the dependent variables
(e.g., following many usually guarantees many followers)
and our focus is the effect of perceived gender, we incorpo-
rate the following control variables in our models.

Basic Activity Variables. Activity is a key driving force
for visibility. Older accounts have had more time to accu-
mulate followers, users who tweet more have more chances
to be noticed, and users who follow many others are more
likely to have more followers by sheer reciprocity. Thus we
consider: ‘the number of tweets,’ ‘the number of friends (fol-
lowees),’ and ‘the account age’ (years) as controls.
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Profile Characteristics. The way users present them-
selves in their profiles may affect how others perceive them,
and evaluate their posts (Ridgeway 2001). To account for
self-presentation, we consider several variables: whether the
user has provided a description, an external URL, and a lo-
cation. The differences in visibility can be attributed to of-
fline status (e.g. celebrities). Thus, we examine the verified
labels.2 We also consider the length of the user’s description
(in characters) to account for the amount of self-exposure in
the profile description (Otterbacher 2010).

Topics. The gender differences in topical expertise and
interests on Twitter may explain the differences in visibil-
ity (Java et al. 2007). For instance, imagine that Twitter con-
tains a huge topical group about politics and most mem-
bers of this cluster are male. If Twitter users tend to follow
other users who are interested in similar topics based on ho-
mophily, male users will display more visibility simply be-
cause of the size distribution of the topical clusters. We take
this effect into account by extracting the 20 most common
topics from the Twitter who-is-who database (see “Topics of
expertise” in Data and Methods) (Sharma et al. 2012) and
including them as Binary variables.

In sum, we examine the following control variables: ac-
count age (years), number of tweets, number of friends,
has URL, has location, has description, description length,
verified, art, artist, bloggers, business, companies, design,
info, journalists, life, marketing, media, music, news, orga-
nizations, politics, technology, TV, world, and writers.

Statistical Models

We explore the following three topics. First, we study as-
sociations between perceived gender and control variables
(user activities and characteristics). Second, we investigate
overall associations between users’ perceived gender and
Twitter visibility. Third, we focus on how the relationship
between users’ perceived gender and visibility operate dif-
ferently across visibility quartiles.

Perceived Gender and Behavioral Characteristics. We
examine how each gender presents themselves differently.
We assess the statistical significance of the difference be-
tween genders using the appropriate tests such as the t-test,
chi-square test, and Mann-Whitney U test.

Perceived Gender and Visibility. We apply multiple mul-
tivariate regression models and present the results from our
Poisson regression model. Linear and (zero-inflated) nega-
tive binomial regression models show qualitatively consis-
tent results, although some did not converge.

Twitter Glass Ceiling: Perceived Gender and Tiers of
Visibility. Foundational studies of glass-ceiling effects ex-
amined data based on quartiles (Cotter et al. 2001) as the ef-
fect is about the top portion of the hierarchy. Moreover, since
dependent variables often exhibit a skewed distribution, ex-
amining the whole population may not capture more nu-

2Twitter ‘verifies’ accounts of some famous people and orga-
nizations. When accounts are verified a badge appears next to the
user’s name on their profile (Marwick and others 2011).

anced patterns (Yu, Lu, and Stander 2003). Thus, we adopt
the quartile regression technique to analyze our dataset in
detail. We divide the data into quartiles based on each de-
pendent variable and apply multivariate regression models.
We report the results of Poisson regression but the results are
robust across multiple regression models.

Results

Descriptive Statistics

In our sample, about 62% of the accounts provided first
names or profile images. Among those about 43% were cat-
egorized as female, 43% as male, and 14% as gender am-
biguous. Figure 1 shows the number of users by gender in
each quartile for each dependent variable. Since men and
women are roughly balanced in each quartile our results can-
not be attributed to the possibility that the ratio of male to fe-
male users is substantially different in the top quartile than
in other quartiles.

Figure 1: Number of users per quartile

All Q1 Q2 Q3 Q4

0
5
0
0
0

1
5
0
0
0

2
5
0
0
0

Number of Followers

N
u

m
b

e
r 

o
f 

u
s
e

rs

Q1 Q2 Q3 Q4

Listed Counts

Q1 Q2 Q3 Q4

Retweeted Counts

Female

Male

Table 3 shows the descriptive statistics of our variables.
On average, users in our sample have roughly 1,400 follow-
ers, follow 502 other accounts, write over 7,000 tweets, and
have accounts that are about 3 years old. Only 31% of the
sample has been retweeted at least once and less than half
(49%) have been listed. Most accounts upload profile im-
ages (about 98%) and provide a description (about 96%) but
fewer use URLs (about 27%) and very few (about 0.3%) are
verified.

In our sample, 3% of users are included in one of the 20
most common lists. Of these, news and media are the most
common lists with 1.3% and 1.1% of users respectively.

Twitter Behavior by Gender

We first examine differences in each activity variable by gen-
der, which provides insights into not only our models, but
also general gender differences online.

Self Presentation in Profile. We investigate how indi-
viduals present themselves through their profiles, i.e., the
profile description, account age, and whether they provide
an external URL or location. The t-tests for account age
and description length suggest that, on average, male users
have older accounts than female users (M=3.37, SD=1.86
vs. M=3.16, SD=1.82) (t=-12.8, p < 0.001) and male
users have longer descriptions than female users (M=63.84,
SD=87.74 vs. M=60.67, SD=82.28) (t=-4.2, p < 0.001).

Table 4 shows the results of chi-square tests for the bi-
nary variables. Perceived male users are more likely to have
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Table 3: Descriptive Statistics. We excluded those who have
not been retweeted or listed when computing the median for
the retweeted and listed variables.

Type N Min Max Median
Dependent variables

Follower Count 94,645 (100%) 1 42,391,843 204
Retweeted Count 29,789 (31%) 1 46,388 2
Listed Count 46,848 (49%) 1 76,290 2

Independent variables
Male Boolean 25,953 (27.4%)
Female Boolean 25,394 (26.8%)
Ambiguous Boolean 7,676 (8.1%)

Control variables
Account age Years 94,645 (100%) 0 9 3
Desc. length Count 94,645 (100%) 0 1,820 45
Friends Count 94,645 (100%) 1 550,397 239
Tweets Count 94,645 (100%) 0 1,040,973 1,776
Has desc. Bool. 90,856 (96%)
Has URL Bool. 25,597 (27%)
Verified Bool. 244 (0.3%)
Topic variables Bool. 2,818 (3%)

Table 4: Chi square test
X2 Mean(F) Mean(M) df p-value

Has URL 112.73 0.23 0.27 1 ***
Has image 30.89 0.984 0.976 1 ***
Has location 55.64 0.90 0.92 1 ***
Has description 0.95 0.96 0.95 1 0.33
Verified 26.41 0.0017 0.0043 1 ***
Note: ∗p<0.05; ∗∗p<0.01; ∗∗∗p<0.001

URLs, images, location in their profiles, and be verified
users. The difference in the probability of having a descrip-
tion is not significant.

Twitter Activity. Figure 2 shows CCDF plots for variables
that exhibit heavy-tailed distributions, including followers,
listed, retweeted, tweets, and friends counts. Although the
differences between male and female users is small, the
CCDFs of male users tend to be above those of female users,
indicating that, at least before controlling other variables,
perceived males have a better presence among the ‘elite’
users with high visibility in Twitter.

Table 5: Mann-Whitney U test
U Med(F) Med(M) p-value

Followers 354,197,701 200 163 ***
Listed (all) 331,010,000 0 0 0.34
Listed (exclude 0s) 75,005,000 3 2 ***
Retweeted (all) 338,390,000 0 0 ***
Retweeted (exclude 0s) 24,803,000 2 2 0.24
Note: *p < 0.05 **p < 0.01 ***p < 0.001

Since the distributions of these variables are highly
skewed and exhibit heavy tails, we employ the Mann-
Whitney U test. Although perceived male users tend to have
older accounts, the median number of tweets for female
users is significantly higher than for male users. The median
number of friends for female users is significantly higher

than for male users (241 vs. 220). Most importantly, the
results show that perceived female users have significantly
more followers than male users (200 vs. 163), and are listed
more (when excluding users who are not listed at all). We
find that female and male users have a statistically signifi-
cant difference for retweets even when both have a median
of zero. However, this difference goes away if we exclude
those users with zero retweets.

Topics. Figure 3 shows the gender distribution for the 20
topics that we extracted, with log-ratio of perceived male to
female. It shows that the gender differences between topics
varies greatly although there are more male users with topic
labels in all cases.

Chi-square tests show that male and female users are
tagged to different topics (p < 0.001). Topics that reflect
a male-dominated context such as sports, companies, and
technology exhibit larger differences.

Summary. In sum, we find statistically significant dif-
ferences between male and female users, in terms of self-
presentation, activity, as well as how much they are fol-
lowed, retweeted, and listed. Female users tweet more, fol-
low more, have younger accounts, are more likely to have
profile images, and to be retweeted and listed. At the same
time, female users are less likely to be verified and to pro-
vide a location or URL in their profiles.

Quartile Regression and Glass Ceiling

Our exploratory analysis showed that, contrary to our ini-
tial hypothesis, perceived female users have a higher me-
dian number of followers and are added to more lists (when
excluding users who are not listed). Yet, this provides an in-
complete picture because (i) we did not include control vari-
ables and (ii) our analysis was done for the whole dataset
and overlooks the different effects across levels of visibil-
ity, from newcomers with few followers to celebrities with
millions of followers.

Applying multivariate statistical models on the whole
population as well as quartiles for each dependent variable
better isolates the association between gender and visibil-
ity. Although we include control variables in all models, for
brevity, we omit them from the result tables but full tables
are available upon request. We add followers as a control for
the retweet and list count models because more followers
may result in being retweeted and listed more. In this paper
we report Incident Rate Ratios (IRR), which are the expo-
nentiated coefficients of Poisson regressions. This allows us
to compare the rates of followers, retweets, and lists between
perceived male users and perceived female users.

Table 6 shows the results of Poisson regression for the
follower counts and retweeted counts comparing female vs.
male. The first column shows the result for the entire sample
such that male users have significantly more followers and
retweets compared with female users (p < 0.001). This find-
ing holds even when other gender categories are included in
the analyses (p < 0.001).3 Therefore, we find support for
both Hypothesis 1 and Hypothesis 3, that perceived female

3For brevity, we do not present the tables for female vs. others.
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Figure 2: CCDF plots for variables with power-law distribution
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Figure 3: Gender distribution for top 20 popular topics
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Table 6: Female vs. Male Poisson Regressions
Poisson 0.25 Qnt. 0.5 Qnt. 0.75 Qnt. 1.00 Qnt.

Dependent variable: Number of Followers
Male 0.69∗∗∗ −0.07∗∗∗ −0.01∗∗∗ −0.01∗∗∗ 0.81∗∗∗
Male (IRRs) 2.00∗∗∗ 0.93∗∗∗ 0.99∗∗∗ 0.98∗∗∗ 2.24∗∗∗

Observations 51,347 13,850 13,693 12,854 10,950

Dependent variable: Retweeted count
Male (Coeffs) 0.03∗∗∗ NULL NULL −0.021 0.15∗∗∗
Male (IRRs) 1.03∗∗∗ NULL NULL 0.98 1.16∗∗∗

Observations 51,347 14822 13503 12,533 10,489

Note: ∗p<0.05; ∗∗p<0.01; ∗∗∗p<0.001

Twitter users are less likely to be followed or retweeted com-
pared to male users or gender ambiguous users.

Quartile regression reveals that the effect of perceived
gender changes as one moves from the least visible to most
visible users. Since being retweeted is uncommon, the first
two quartiles consist of accounts not retweeted at all. Thus,
we show results for the last two quartiles of retweeted
counts. While being perceived female is a weak indicator
of followers and retweets in the first three quartiles, in the
last quartile the effect changes direction. For followers, users
perceived as male are expected to have an incidence rate
2.24 times that of female users (a 124% increase) and an
incidence rate for retweets 1.16 times that of female users (a

16% increase) (p < 0.001).
We find similar results when we compare female users

with male, gender ambiguous, and unknown users. Across
the first three quartiles gender is a weak indicator of follow-
ers and retweets. However, in the fourth quartile male users,
gender ambiguous users, and unknown users have statisti-
cally significant higher followers and retweet counts than
female users (p < 0.001). This finding suggests that female
users face a steeper climb to gaining a large following than
male users, gender ambiguous users, and even users that do
not provide a profile image or name. However, gender am-
biguous or unknown users may be organizational accounts
that tend to have more followers than individuals (McCor-
riston, Jurgens, and Ruths 2015).

Analysis of the listed count measure show that male users
are listed fewer times than their female counterparts. This re-
sult holds both for the entire population and for the quartile
regression. Thus, for this measure of visibility, our second
and fourth hypotheses are rejected. However, listed count
is the only exception to our hypothesized relationship be-
tween perceived gender and measures of visibility across
tiers. When examining users’ visibility across tiers, we find
support for our hypotheses overall, with perceived female
users being penalized at the highest tier for both number of
followers and retweets.

Robustness of Results

Our results remain hold whether we employ either image
based or name based gender inference methods and regard-
less of whether topic controls are added. Our results hold
when we use OLS and negative binomial models, although
some of these models do not converge. The results from
these models were omitted for brevity but they can be pro-
vided upon request. Negative binomial regression on quar-
tiles provide similar results, however the models did not
converge when run on the entire population. A zero-inflated
negative binomial regression model can be fitted for the
whole population but is inappropriate for quartiles because
the first two quartiles include nearly all zero values and the
last two almost no zero values. We did not apply corrections
for multiple testing (e.g. Bonferroni) because it would be in-
appropriate given the robust and consistent results across the
different regression models (Perneger 1998).
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Discussion

Our investigation has the following limitations. First, our
methods may not capture all the ways that gender is ‘per-
ceived’ or inferred by others on Twitter. For instance, we
do not account for tweet content which could strongly sig-
nal gender (Cunha et al. 2012). Future studies may consider
how differences in linguistic patterns such as hedging or
the use of pronouns may impact users’ inferred gender and
visibility (Hemphill and Otterbacher 2012). Also, the U.S.
Census-based method might miss names from other cultures
and thus produce less accurate results for certain names. Al-
though, the name based method displayed good agreement
with the image based method, our results are more likely
to be valid for the U.S. and other English-speaking coun-
tries. Second, our study is observational and cannot estab-
lish causal relationships. Third, although we try to control
for ‘offline fame’ with the verified variable, it is difficult to
distinguish the effect of judgemental biases from population
bias. Our results may be explained by gender framing on-
line interaction or by the replication of existing offline gen-
der disparities. Fourth, the generality of our results, which
are from Twitter, across different social media platforms is
yet to be seen (Tufekcioglu 2014). Finally, our study focuses
on ‘visibility’ and does not investigate other facets of online
interactions. Our visibility measures do not speak to the con-
tent of communication, the types of tweets that are retweeted
by female and male users, or the future implications of vis-
ibility. Investigation of these topics may further reveal how
perceived gender impacts online social interaction.

Studies focusing explicitly on individual decisions can
provide greater insight into the role that various social cate-
gories play in online communication and inequality. Future
studies should examine the extent to which users misrep-
resent themselves, adapt behaviors to remain gender am-
biguous, or conform to normative gender expectations. This
paper takes a first, but important, step towards connecting
“action-identity” theory to users online visibility.

By doing so, we highlight why scholarship must consider
the situational meanings attached to users’ self-presentation.
While users’ online identity might not be real, the conse-
quences of their perceived gender are (Thomas and Thomas
1928). Gender stereotypes may be activated when social me-
dia users are perceived as male or female. Thus, users per-
ceived as female may be met with offline gender stereotypes
that often work in men’s favor, with men assumed to be more
competent and worthier of status (Glick et al. 2004). Gen-
der inferred from user profiles may frame interaction and if
these frames become consensual in blogging communities
they have the power to perpetuate existing offline inequali-
ties online (Johnson, Dowd, and Ridgeway 2006).

Our results suggest that the gender disparity in Twitter
visibility is present at the top, where there are many of-
fline celebrities and already-famous people. Therefore, one
explanation may be that the most visible users ‘bring’ the
gender disparity from offline to Twitter. While this dispar-
ity may be driven by a small number of ‘elite’ users who
account for much of the total attention on Twitter (Wu et al.
2011), the fact remains that, at the highest levels of visibility,
users perceived to be male come out on top.

Conclusions

This paper explores the relationship between Twitter users’
perceived gender and the attention they attract. By analyzing
a sample of more than 94,000 Twitter accounts with multi-
variate regression models, we find that the relationship be-
tween users’ perceived gender and visibility displays both
(i) an overall weak disadvantage towards perceived female
users and (ii) a ‘glass ceiling’ effect, where perceived fe-
male users have a strong disadvantage in visibility only in
the highest quartile. Our results suggest that gender or the
social categories inferred from users’ self-presentations may
frame communication and even allow gender inequality to
persist online.
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