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Abstract

We describe a novel study of decision-making processes
around misinformation on social media. Using a custom-built
visual analytic system, we presented users with news content
from social media accounts from a variety of news outlets,
including outlets engaged in distributing misinformation. We
conducted controlled experiments to study decision-making
regarding the veracity of these news outlets and tested the
role of confirmation bias (the tendency to ignore contradict-
ing information) and uncertainty of information on human
decision-making processes. Our findings reveal that the pres-
ence of conflicting information, presented to users in the form
of cues, impacts the ability to judge the veracity of news in
systematic ways. We also find that even instructing partici-
pants to explicitly disconfirm given hypotheses does not sig-
nificantly impact their decision-making regarding misinfor-
mation when compared to a control condition. Our findings
have the potential to inform the design of visual analytics
systems so that they may be used to mitigate the effects of
cognitive biases and stymie the spread of misinformation on
social media.

Introduction

The spread of misinformation on social media is a phenom-
ena with global consequences, one that, according to the
World Economic Forum, poses significant risks to demo-
cratic societies (Howell and others 2013). The online media
ecosystem is now a place where false or misleading content
resides on an equal footing with verified and trustworthy in-
formation (Kott, Alberts, and Wang 2015). In response, so-
cial media platforms are becoming “content referees,” faced
with the difficult task of identifying misinformation inter-
nally or even seeking users’ evaluations on news credibility.1
On the one hand, the news we consume is either wittingly
or unwittingly self-curated, even self-reinforced (Tsang and
Larson 2016). On the other hand, due to the explosive abun-
dance of media sources and the resulting information over-
load, we often need to rely on heuristics and social cues to
make decisions about the credibility of information (Mele
et al. 2017; Shao et al. 2017). One such decision-making
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1https://www.wsj.com/articles/facebook-to-rank-news-
sources-by-quality-to-battle-misinformation-1516394184

heuristic is confirmation bias, which has been implicated in
the selective exposure to and spread of misinformation (Al-
lan 2017). This cognitive bias can manifest itself on social
media as individuals tend to select claims and consume news
that reflect their preconceived beliefs about the world, while
ignoring dissenting information (Mele et al. 2017).

While propaganda and misinformation campaigns are not
a new phenomenon (Soll 2017), the ubiquity and virality of
the internet has lent urgency to the need for understanding
how individuals make decisions about the news they con-
sume and how technology can aid in combating this problem
(Shu et al. 2017). Visual analytic systems that present co-
ordinated multiple views and rich heterogeneous data have
been demonstrably useful in supporting human decision-
making in a variety of tasks such as textual event detection,
geographic decision support, malware analysis, and finan-
cial analytics (Wagner et al. 2015; Wanner et al. 2014). Our
goal is to understand how visual analytics systems can
be used to support decision-making around misinforma-
tion and how uncertainty and confirmation bias affect
decision-making within a visual analytics environment.

In this work, we seek to answer the following overarching
research questions: What are the important factors that con-
tribute to the investigation of misinformation? How to facil-
itate decision-making around misinformation by presenting
the factors in a visual analytics system? What is the role of
confirmation bias and uncertainty in such decision-making
processes? To this aim, we first leveraged prior work on cat-
egorizing misinformation on social media (specifically Twit-
ter) (Volkova et al. 2017) and identified the dimensions that
can distinguish misinformation from legitimate news. We
then developed a visual analytic system, Verifi, to incorpo-
rate these dimensions into interactive visual representations.
Next, we conducted a controlled experiment in which par-
ticipants were asked to investigate news media accounts us-
ing Verifi. Through quantitative and qualitative analysis of
the experiment results, we studied the factors in decision-
making around misinformation. More specifically, we in-
vestigated how uncertainty, conflicting signals manifested
in the presented data dimensions, affect users’ ability to
identify misinformation in different experiment conditions.
Our work is thus uniquely situated at the intersection of the
psychology of decision-making, cognitive biases, and the
impact of socio-technical systems, namely visual analytic
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systems, that aid in such decision-making.
Our work makes the following important contributions:

• A new visual analytic system: We designed and developed
Verifi2, a new visual analytic system that incorporates
dimensions critical to characterizing and distinguishing
misinformation from legitimate news. Verifi enables in-
dividuals to make informed decisions about the veracity
of news accounts.

• Experiment design to study decision-making on misinfor-
mation: We conducted an experiment using Verifi to study
how people assess the veracity of the news media ac-
counts on Twitter and what role confirmation bias plays
in this process. To our knowledge, our work is the first ex-
perimental study on the determinants of decision-making
in the presence of misinformation in visual analytics.

As part of our controlled experiment, we provided cues to
the participants so that they would interact with data for the
various news accounts along various dimensions (e.g.,tweet
content, social network). Our results revealed that conflict-
ing information along such cues (e.g., connectivity in so-
cial network) significantly impacts the users’ performance
in identifying misinformation.

Related Work

We discuss two distinct lines of past work that are relevant to
our research. First, we explore cognitive biases, and specif-
ically the study of confirmation bias in the context of visual
analytics. Second, we introduce prior work on characteriz-
ing and visualizing misinformation in online content.

Confirmation bias: Humans exhibit a tendency to treat
evidence in a biased manner during their decision-making
process in order to protect their beliefs or pre-conceived hy-
pothesis (Jonas et al. 2001), even in situations where they
have no personal interest or material stake (Nickerson 1998).
Research has shown that this tendency, known as confirma-
tion bias, can cause inferential error with regards to human
reasoning (Evans 1989). Confirmation bias is the tendency
to privilege information that confirms one’s hypotheses over
information that disconfirms the hypotheses. Classic labora-
tory experiments to study confirmation bias typically present
participants with a hypothesis and evidence that either con-
firms or disconfirms their hypothesis, and may include cues
that cause uncertainty in interpretation of that given evi-
dence. Our research is firmly grounded in these experimental
studies of confirmation biases. We adapt classic psychology
experimental design, where pieces of evidence or cues are
provided to subjects used to confirm or disconfirm a given
hypothesis (Wason 1960; Nickerson 1998).

Visualization and Cognitive Biases: Given the pervasive
effects of confirmation bias and cognitive biases in gen-
eral on human decision-making, scholars studying visual
analytic systems have initiated research on this important
problem. (Wall et al. 2017) categorized four perspectives to

2http://verifi.herokuapp.com; open source data and code pro-
vided at https://github.com/wesslen/verifi-icwsm-2018

build a framework of all cognitive biases in visual analyt-
ics. (Cho et al. 2017) presented a user study and identified
an approach to measure anchoring bias in visual analytics by
priming users to visual and numerical anchors. They demon-
strated that cognitive biases, specifically anchoring bias, af-
fect decision-making in visual analytic systems, consistent
with prior research in psychology. However, no research to
date has examined the effects of confirmation bias and un-
certainty in the context of distinguishing information from
misinformation using visual analytic systems - we seek to
fill this important gap. Next, we discuss what we mean by
misinformation in the context of our work.

Characterizing Misinformation: Misinformation can be
described as information that has the camouflage of tradi-
tional news media but lacks the associated rigorous edito-
rial processes (Mele et al. 2017). Prior research in journal-
ism and communication has demonstrated that news outlets
may slant their news coverage based on different topics (Ent-
man 2007). In addition, (Allcott and Gentzkow 2017) show
that the frequency of sharing and distribution of fake news
can heavily favor different individuals. In our work, we use
the term fake news to encompass misinformation includ-
ing ideologically slanted news, disinformation, propaganda,
hoaxes, rumors, conspiracy theories, clickbait and fabricated
content, and even satire. We chose to use “fake news” as an
easily accessible term that can be presented to the users as a
label for misinformation and we use the term “real news” as
its antithesis to characterize legitimate information.

Several systems have been introduced to (semi-) automat-
ically detect misinformation, disinformation, or propaganda
in Twitter, including FactWatcher (Hassan et al. 2014), Twit-
terTrails (Metaxas, Finn, and Mustafaraj 2015), RumorLens
(Resnick et al. 2014), and Hoaxy (Shao et al. 2016). These
systems allow users to explore and monitor detected misin-
formation via interactive dashboards. They focus on iden-
tifying misinformation and the dashboards are designed to
present analysis results from the proposed models. Instead,
Verifi aims to provide an overview of dimensions that distin-
guish real vs. fake news accounts for a general audience.

Our work is thus situated at the intersection of these re-
search areas and focuses on studying users’ decision making
about misinformation in the context of visual analytics.

Verifi: A Visual Analytic System for

Investigating Misinformation

Verifi is a visual analytic system that presents multiple di-
mensions related to misinformation on Twitter. Our design
process is informed by both prior research in distinguishing
real and fake news as well as our analysis based on the data
selected for our study to identify meaningful features.

A major inspiration for Verifi’s design is based on the
findings of (Volkova et al. 2017), who created a predictive
model to distinguish between four types of fake news ac-
counts. They find that attributes such as social network in-
teractions (e.g., mention or retweet network), linguistic fea-
tures, and temporal trends are the most informative factors
for predicting the veracity of Twitter news accounts. Our de-
sign of Verifi is inspired by these findings: (i) we included
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Figure 1: The Verifi interface: Account View (A), Social Network View (B), Tweet Panel (C), Map View (D), and Entity Word
Cloud (E). The interface can be accessed at Verifi.Herokuapp.com.

a social network view that shows a visualization of account
mentions (which includes retweets) as a primary view to al-
low users to investigate relationships between accounts; (ii)
we developed an accounts view with account-level tempo-
ral (daily) trends as well as the most predictive linguistic
features to facilitate users’ account-level investigation into
the rhetoric and timing of each account’s tweets; and (iii)
to choose the most effective linguistic features, we created
a model to predict which linguistic features most accurately
can predict the veracity of different accounts.

In addition to three different analytical cues inspired by
Volkova et al. and our predictive model, we included vi-
sualizations and data filtering functions to allow partici-
pants to qualitatively examine and compare accounts. Based
on existing research conducted on the ways news can be
slanted and the diffusion of misinformation (Adams 1986;
Allcott and Gentzkow 2017; Entman 2004; 2007), we in-
cluded visual representation of three types of extracted en-
tities (places, people, and organizations) to enable explo-
ration through filtering.

Dataset

To create our dataset, we started with a list of 147 Twitter ac-
counts annotated as propaganda, hoax, clickbait, or satire by
(Volkova et al. 2017) based on public sources. We then aug-
mented this list with 31 mainstream news accounts (Starbird
2017) that are considered trustworthy by independent third-
parties.3 We collected 103,248 tweets posted by these 178
accounts along with account metadata from May 23, 2017
to June 6, 2017 using the Twitter public API.4

3https://tinyurl.com/yctvve9h and https://tinyurl.com/k3z9w2b
4The Verifi interface relies on a public Twitter feed collected by

the University of North Carolina Charlotte.

Table 1: Distribution of types of news outlets

We then filtered the 178 accounts using the following cri-
teria indicating that the account is relatively less active: (i)
low tweet activity during our data collection period; (ii) re-
cent account creation date; and (iii) low friends to follower
ratio. In addition to these three criteria, we asked two trained
annotators to perform a qualitative assessment of the tweets
published by the accounts and exclude extreme accounts
(e.g., highly satirical) or non-English accounts. After these
exclusions, we had a total of 82 accounts, distributed along
the categories shown in Table 1.

Data processing and analysis

To analyze our tweet data, we extracted various linguistic
features, named entities, and social network structures. The
role of the computational analysis in our approach is to sup-
port hypothesis testing based on social data driven by social
science theories (Wallach 2018).

Language features: Language features can characterize
the style, emotion, and sentiment of news media posts. In-
formed by prior research that identified multiple language
features for distinguishing real versus fake news (Volkova
et al. 2017), we consider five language features, including
bias language (Recasens, Danescu-Niculescu-Mizil, and Ju-
rafsky 2013), subjectivity (Wilson, Wiebe, and Hoffmann
2005), emotion (Volkova et al. 2015), sentiment (Liu, Hu,
and Cheng 2005), and moral foundations (Graham, Haidt,
and Nosek 2009; Haidt and Graham 2007). For example,
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Source Features Example
Bias Language
Lexicon-driven

6 Bias, Factives, Implicatives, Hedges, 
Assertives, Reports

Moral Foundation
Lexicon-driven

11 Fairness, Loyalty, Authority, Care

Subjectivity
Lexicon-driven

8 Strong Subjective, Strong Negative 
Subjective, Weak Neutral Subjective

Sentiment
Model-driven

3 Positive, Negative, Neutral

Emotions
Model-driven

5 Anger, Disgust, Fear, Joy, Sadness, 
Surprise 

Table 2: 34 candidate language features from five sources.

Figure 2: Top 20 most predictive language features of Fake
and Real news outlets as measured by each feature’s aver-
age effect on Accuracy. ‘t’ prefix indicates the feature is
normalized by the account’s tweet count and ‘n’ indicates
normalization by the account’s word count (summed across
all tweets). Features with borders are included in Verifi.

moral foundations is a dictionary of words categorized along
eleven dimensions, including care, fairness, and loyalty. Ta-
ble 2 provides an overview of the features we used to char-
acterize the language of the tweets, with each feature con-
taining multiple dimensions.

In total, we test 68 different dimensions (i.e., 34 differ-
ent language feature dimensions and each with two differ-
ent normalization methods – either by number of tweets or
number of words) using a supervised machine-learning algo-
rithm (Random Forest) with a 70/30 training/validation split.
We eliminated highly correlated (redundant) features (see
supplemental materials). Figure 2 provides the ranking of
the top 20 predictive language features.5 Using this ranking,
we decided to include eight language features within Verifi:
Bias, Fairness (as a virtue), Loyalty (as a virtue), Negative
sentiment, Positive sentiment, Fear, and Subjectivity to assist
users in distinguishing fake and real news.6

Entity Extraction and Geocoding: Verifi includes a
word cloud to display the top mentioned entities and enable
the comparison of how different media outlets talk about en-

5This model had a 100% validation accuracy (24 out of 24) on
the 30% validation dataset.

6We averaged Strong-Weak subjectivity measures into one sin-
gle measure.

tities of interest. We extract people, organization, and loca-
tion entities from the tweets.

Social Network Construction: To present the interac-
tions between the accounts on Twitter, we construct an undi-
rected social network. Edges are mentions or retweets be-
tween accounts. Nodes represent Twitter news accounts (82
nodes) as well as the top ten most frequently mentioned
Twitter accounts by our selected accounts.

The Verifi User Interface

The Verifi user interface is developed using D3.js, Leaflet,
and Node.js. The interface consists of six fully coordinated
views that allow users to explore and make decisions regard-
ing the veracity of news accounts (Figure 1).

The Accounts View (Figure 1A) provides account-level
information including tweet timeline and language features.
The circular button for each account is color coded to denote
whether the account is considered real (green) or fake (red).
The accounts colored in gray are the ones participants are
tasked to investigate in our experiment. The timeline shows
the number of tweets per day. The array of donut charts
shows the eight selected language features (scaled from 0-
100) that characterize the linguistic content. For example,
a score of 100 for fairness means that an account exhibits
the highest amount of fairness in its tweets compared to the
other accounts. Users can sort the accounts based on any
language feature. The Account View provides an overview
of real and fake accounts and enables analysis based on lan-
guage features and temporal trends.

The Social Network View (Figure 1B) presents connec-
tions among news accounts (nodes) based on mentions and
retweets (edges). The color coding of the nodes is consistent
with the Accounts View (i.e., green for real, red for fake,
gray for unknown). To increase the connectivity of the news
accounts, we included ten additional Twitter accounts. These
ten accounts (colored white) are the top-ranked Twitter ac-
counts by mention from the 82 news accounts over the two
week period. The Social Network View allows users to un-
derstand how a specific account is connected to fake or real
news accounts on the social network.

Entity Views: The people and organization word clouds
(Figure 1E) present an overview of the most frequently men-
tioned people and organization entities. The word clouds
support the filtering of tweets mentioning certain entities
of interest, thus enabling comparison across accounts. For
example, by clicking on the word “American,” accounts
that mention this entity would be highlighted in both the
Accounts View and the Social Network View. In addition,
tweets mentioning “American” will appear in the Tweet
Panel View.

The Map View provides a summary of the location en-
tities (Figure 1D). When zooming in and out, the color and
count of the cluster updates to show the tweets in each re-
gion. Users can click on clusters and read associated tweets.
Users can also filter data based on a geographic boundary.

The Tweet Panel View (Figure 1C) provides drill-down
capability to the tweet level. Users can use filtering to in-
spect aggregate patterns found in other views. Within the
tweet content, detected entities are highlighted to assist users
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Table 3: Eight accounts with masked account names. Back-
ground colors indicate real (green) and fake (red).

in finding information in text. This view is similar to how
Twitter users typically consume tweets on mobile devices.

Experiment Design

We designed a user experiment to study how people make
decisions regarding misinformation and the veracity of new
accounts on Twitter with the help of the Verifi system.

Research Questions

Situated in the context of decision-making with visual an-
alytics, we organized our research focus on the following
research questions:

RQ1: Would individuals make decisions differently about
the veracity of news media sources, when explicitly asked to
confirm or disconfirm a given hypothesis?

RQ2: How does uncertainty (conflicting information) of
cues affect performance on identifying accounts that post
misinformation?

Experiment Stimuli

After developing the Verifi interface, we loaded data from
all 82 accounts (Table 1) into the system. To minimize the
effect of preconceived notions, all news outlet names were
anonymized by assigning them integer identifiers. Given the
in-lab nature of the user studies and time limitations, we se-
lected eight accounts that participants would investigate and
would label as either real or fake based on their own judg-
ments. The accounts were chosen to cover a range of differ-
ent cues and degrees of uncertainty. We based our selection
of experiment stimuli on classic studies in confirmation bias
(Wason 1960; Rajsic, Wilson, and Pratt 2015).

Due to institutional concerns, we have masked the names
of those accounts while preserving the nature of their nam-
ing. The eight selected accounts (4 real and 4 fake) with their
masked names and description are shown in Table 3. The
source of the description is Wikipedia and identifying infor-
mation was removed to anonymize the accounts. Our goal in
selecting the experiment stimuli was to enable participants
to make decisions about a wide range of content with the aid
of varied, sometimes conflicting, cues.

Experiment Tasks

To test the effect of confirmation bias, we designed an ex-
periment with three experimental conditions: Confirm, Dis-
confirm, and Control. In the Confirm condition, partici-
pants were given a set of six cues about the grayed out ac-
counts (i.e.,the eight selected accounts shown in Table 3)
and were explicitly asked to confirm a given hypothesis that
all grayed-out accounts were fake accounts. Similarly, in the
Disconfirm condition, participants were explicitly asked to
disconfirm the given hypothesis that all gray accounts were
fake. Our third experiment condition was the Control, where
the participants were simply asked to judge the veracity of
the accounts; they were given neither the initial hypothesis
nor the set of six cues. Following classic psychology studies
in confirmation bias (Nickerson 1998) where the informa-
tion presented to the participants has inherent uncertainty,
we added the element of uncertainty to the cues. We pro-
vided six cues (Q1-Q6) to the participant, of which three
cues pointed to the account being real and three cues point-
ing to the account being fake. Each cue corresponds to a
view in the Verifi interface.

The decisions that participants needed to make for the
gray accounts involved answering (True/False/Did Not In-
vestigate) for each of the six statements listed below. Each
statement is the same as the cue presented to the participant
in the confirm and disconfirm condition; the purpose of the
statements is to gather information on which cues the partici-
pants relied on when making decisions for a certain account.

Q1 This account is predominantly connected to real news ac-
counts in the social network graph. This characteristic is
typically associated with known real news accounts.

Q2 The average rate of tweeting from this account is rela-
tively low (less than 70 tweets per day).

Q3 On the language measures, this account tends to show a
higher ranking in bias measure and fairness measure.
This characteristic is typically associated with known real
news accounts.

Q4 This account tends to focus on a subset of polarizing en-
tities (people, organizations, locations) such as Barack
Obama or Muslims as compared to focusing on a diverse
range of entities.

Q5 On the language measures, this account tends to show a
low ranking in fear and negative language measures.

Q6 The tweets from this account contain opinionated lan-
guage. This characteristic is typically associated with
known fake news accounts.

These statements and the cues given to the participants at
the beginning of the experiment (along with the hypothe-
sis) are the same. Based on our data collection and analysis,
statements Q1, Q3, and Q5 point to an account while be-
ing a real account and while the rest of the statements (Q2,
Q4, and Q6) point to the account being fake. For certain
statements, we explicitly included information characteriz-
ing whether the cue pointed to the account being real or fake
(as shown in Q1, Q3, and Q6). The presentation of these
cues were deliberately chosen to add to the uncertainty of
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Cues for Eight Selected Accounts Users’ Average Response for Each Cue

User Average Point to Real
User accuracy

rate User Average Point to Fake

80.0%

%

78.3% 58.3% 31.7% 91.7% 67.8% 71.7% 46.7%
Easy Difficult Easy Difficult

Gotham
Post MomentXYZ Williams ViralData
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BYZ
Brief
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Prevent

Figure 3: Available cues for selected accounts (column) and users’ response regarding the importance of these cues (row, Q1-
Q6). Left: Shows each of the eight selected accounts as well as the cues available for each of them. Right: Shows average of
importance for each cue per account based on participants’ responses. Values in gray circles below each account name show
average accuracy for predicting that account correctly. The left figure is purely based on the (conflicting) information presented
in the cues and is independent from user responses. The right figure based on the user responses on the importance of each cue
coincides with the information in the left table.

information presented to the users. In addition to asking par-
ticipants about their decision-making process on each state-
ment listed above, we also asked the users to rate the im-
portance of each view in the Verifi interface in making those
decisions (the Accounts View, Social Network View, Tweet
Panel View, and Entity View) on a scale of 1 to 7. Addition-
ally, we asked participants to indicate the confidence of their
decision on a scale of 1 to 7 for each account, as well as
an optional, free-form response section where participants
could provide any additional information as a part of their
analysis. All these questions were part of a pop-up form that
was displayed when the participants clicked the “Choice”
button shown alongside the account number in the Accounts
View (Figure 1A). The responses to this form were captured
in a database upon submitting the form during the task.

The information regarding each gray account and its cues
is summarized in Figure 3 (Left). For simplicity of pre-
sentation, green circles indicate a cue pointing towards ac-
count being real, red circles indicate a cue pointing towards
account being fake. The overview of how they score on
cues demonstrate how the accounts exhibit different lev-
els of difficulty for decision-making. For example, all ev-
idence pointed to the @GothamPost account being real,
which means that ideally, upon investigation, a participant
would answer True for Q1, Q3 and Q5 and False for Q2,
Q4 and Q6 when making their decision for that account.
However, other real accounts chosen for investigation had
more uncertainty in the cues. Notably, the @MOMENT ac-
count was chosen as one of the difficult accounts since it
had a misleading social network cue (Q1) in that it had only
one connection to a fake news account. For the fake news
accounts chosen, @ViralDataInc had all evidence pointing
towards the account being fake (except Q4, which means
that the tweets from this account covered a diverse range of
entities). This would make @ViralDataInc easier to judge

as fake than, for instance, @ThirtyPrevent, which exhibits
many more misleading cues.

Experiment Procedure and Participants

We recruited participants via in class recruitment, email to
listservs, and the psychology research pool at our institution.
Once signed up, participants came to the lab for a duration of
one hour. After the informed consent procedure, participants
viewed two training videos designed for this experiment.
The first video introduced the interface and explained the
different views. The second video provided a task example
to determine the veracity of a sample account not used in the
study. Both videos were identical across all conditions. Af-
ter this training, participants completed a pre-questionnaire
consisting of questions related to their demographics (age,
gender, education), familiarity with visual analytics, social
media, and Big-5 personality questions (John, Donahue, and
Kentle 1991). The participants were then assigned the task
and asked to complete the task in 30 minutes. After com-
pleting their task, participants completed a post-test ques-
tionnaire which included six vignettes to assess participant’s
propensity to confirmation bias in general (Nickerson 1998).

Sixty participants completed the study, evenly split into
three treatment groups. Participant ages were between 18
and 41 (mean=24.7). The gender distribution was 45% male
and 55% female. A majority of the participants were un-
dergraduates (65%), followed by Master’s (16.7%), Ph.D.
(8.3%), and others (10%). The distributions of the partici-
pants between computing (48.3%) and non-computing ma-
jors (51.7%) was relatively even.

Data Analysis Methods

In this section, we introduce the analysis methods applied to
our experiment data to answer the two research questions.
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To address RQ1, namely, “are there significant differ-
ences in the way participants interact with the data and their
resulting judgments based on the experiment condition?”,
we use one-way analysis of variance (ANOVA) for testing
and post-hoc Tukey’s honest significant difference (HSD)
test to determine significance (α=0.05). Our experiment de-
sign is a between-subjects design with one level: the experi-
mental condition.

To address RQ2 regarding the effects of uncertainty, we
used two logistic regressions to explore the effects of uncer-
tainty (in cues, accounts, confidence, and treatment groups)
had on users’ decision-making. Each regression included a
different dependent variable: users’ accuracy (1 = correct de-
cision, 0 = incorrect decision) and fake determination (1 =
fake prediction, 0 = real prediction). This analysis allows us
to determine which factors were most important and aligned
with our expectation in terms of direction. For example, as
mentioned in the Experiment Stimuli section, cues Q1, Q3,
and Q5 were selected to point to real accounts, suggesting a
negative relationship with fake prediction (or less than 1 log
odds ratios). Alternatively, cues Q2, Q4, and Q6 were se-
lected to point to fake accounts (i.e., positive relationship or
greater than 1 log odds ratios). In addition, we can also iden-
tify which cue was most important in decision-making as the
one with the largest (in absolute magnitude) coefficient. In
addition to the cues, we also include dummy variables for
the account-level (using @XYZ as the reference level) as
well as include users’ confidence level and treatment group
(Control group is the reference level) to understand if these
factors played an additional role in the users’ decisions.

Analyses Results

In this section, we describe our findings and results. The de-
tailed discussion about the implications of these findings is
in the Discussion section.

RQ1: Testing the Effects of Confirmation Bias

Table 4 shows the user accuracy rate and fake prediction rate
across all three experiment conditions. We found no signif-
icant differences between the experimental conditions, on a
diverse range of factors. Participants in all three conditions
did not differ on the number of accounts labeled as fake and
the number of accounts labeled as real (p>0.05 for both).
We tested the accuracy rate and found no significant differ-
ence in the rate of accuracy across experimental conditions
(p>0.05). In addition, we tested whether the participants in-
teracted differently with the data, depending upon the exper-
iment condition. To test this hypothesis, we computed the
total time spent for participants in each condition, including
time spent interacting with the data presented in each view
in Verifi (e.g., Social Network View, Accounts View). We
found no significant differences in the amount of time spent
overall or in any specific panel on the interface across the
three conditions.

RQ2: Measuring the Impact of Uncertainty

While we did not find significant differences in users’ de-
cisions (e.g., accuracy) between experiment conditions, we

Control Confirm Disconfirm
Accuracy 60.4% 73.8% 63.1%
Fake Prediction 54.1% 55.0% 51.9%

Table 4: User accuracy and Fake prediction across condi-
tions.

Table 5: Log odds ratios for each independent variable in
two logistic regressions. The Accuracy column is 1 = Cor-
rect, 0 = Incorrect Decision. The Fake column is the user’s
prediction: 1 = Fake, 0 = Real. The @accounts variables use
@XYZ as the reference level and the Group variables use
the Control Group as the reference level.

expect differences in accuracy and fake prediction given un-
certainty in cues for each account. Based on the cues in Fig-
ure 3 Left, we categorize accounts into two types: Easy and
Difficult. These categories are based on how each account
scores on the six cues and are independent from users’ re-
sponses. In this section, we describe regression analysis to
analyze the effect of cues and account on users’ decision-
making. We then present thematic analysis of users’ com-
ments regarding their decisions.

Regression Analysis: Our results provide evidence that
the prevalent factors in users’ decision-making were the cues
and the accounts. Table 5 provides the log odds ratios for
the independent variables by each regression. We observe
three findings. First, in general cues have a significant effect
on users’ fake prediction and accuracy. For the cues, we re-
coded the responses to indicate whether the cue was used
consistent or not (e.g., depending on the direction of the cue
relative to fake or real accounts). We find that the opinion-
ated, fear, and social network cues were the most important
in explaining correct decisions when used consistently. Al-
ternatively for explaining Fake decisions, we find that log
odds ratios align to the cue direction as mentioned in Figure

157



3. For example, cues Q2, Q4, and Q6 point to the account be-
ing fake and we find the log odds ratios above one, although
only Q4 and Q6 are statistically significant.

Second, we find that certain accounts had a significant ef-
fect on both users’ accuracy and fake prediction. This obser-
vation implies that some accounts were more difficult and
systematically over or under predicted as fake. For example,
@MOMENT has a very low log odds ratio for users’ accu-
racy as users overwhelmingly incorrectly predicted @MO-
MENT, a real-difficult account, as fake (as indicated by its
high log odds ratio for fake prediction).

Last, we find that confidence has no significant relation-
ship in explaining accuracy or fake decisions. While there
may be a univariate relationship between confidence and
user decisions, this may likely be explained through the ac-
count level dummy variables as confidence also varied by
accounts. Also, we find the Confirm condition maintains a
weakly significant effect on accuracy relative to the Control
group (reference level for treatments).

Thematic Analysis of Comments: Our regression analy-
sis revealed that cues played an important role in users’ de-
cision making on misinformation. When cues point to con-
flicting directions of an account being real or fake, users are
more likely to arrive at inaccurate decisions. In each deci-
sion, users had the option to leave comments in regards to
their decisions. These comments are extremely valuable in
helping us decipher users’ rationales. We examined all com-
ments (95 total) and thematically categorized users’ strate-
gies. Our analysis focuses on how different usage on all or
a subset of the cues affect their decision making. Similar to
our quantitative analysis, we evaluate these themes through
the lens of cue uncertainty and account difficulties.

Our thematic analysis classified comments into three cat-
egories: Quantitative (32 comments), Qualitative (37), and
Qualitative + Quantitative (26). We categorized mentions
of social network connection, language feature score, and
tweet timeline as quantitative. Any mention related to en-
tities and users’ understanding of the text of tweets such
as “opinionated language,” “news-like text,” and “style
of text” were considered qualitative. The quantitative and
qualitative dimensions extracted from the comments aligned
well with the six cues provided to the participants.

Easy Accounts: Easy accounts (column 1, 2, 5, 6 in Fig-
ure 3 left) are the ones with most cues pointing to the ac-
counts being either real or fake; thus leading many users
to correct decisions. Fifteen comments for the easy ac-
counts mentioned quantitative cues such as language fea-
tures scores (Figure 4, row 1) and social network connec-
tions (Figure 4, row 6) as the basis of their decisions. 12
of these comments led to correct decisions. Seventeen com-
ments focused on the qualitative cues such as opinionated
language or entities, e.g., one real account decision based on
“factual reporting” and a fake account decision due to seem-
ing “too opinionated” (Figure 4, rows 2 and 5).

Difficult Accounts: Difficult accounts (column 3, 4, 7,
8 in Figure 3 left) are the ones with the cues pointing to
contradicting directions, resulting in more uncertainties in
decision making. Seventeen comments focusing on quanti-
tative cues such as fewer social network connections to other

real news accounts for some real-difficult accounts yielded
eleven inaccurate decisions (Figure 4, rows 12 and 15). Fur-
thermore, twenty comments focused on qualitative cues such
as users’ notion of opinionated language, in which seven
cases it drove them to wrong decisions (Figure 4, row 11).
Finally, fourteen comments focused on both quantitative and
qualitative cues with only three of them yielding wrong de-
cisions. In two of these cases, users decided to disregard the
account’s anger ranking (Figure 4, row 16).

We observe that when users leverage both quantitative and
qualitative cues with a thorough analysis of an account, they
are more likely to make an accurate decision. Most com-
ments contained a mix of qualitative and quantitative anal-
ysis (including language features, social network connec-
tions, and opinionated language) helped users to come to the
correct decisions (Figure 4, rows 3, 4, 7 and 8).

Discussion and Future Work
Our goal was to assess the effect of confirmation bias and
uncertainties on the investigation of misinformation using
visual analytics systems. Although our post-questionnaire
vignette, based on prior psychology research (Nickerson
1998) showed that most of our users demonstrated a high
level of confirmation bias, our experiment did not find sig-
nificant differences between the experiment conditions. One
explanation would be the hypothesis (all eight accounts are
fake) we gave the participants did not resonate with them.
If we had asked the participants to form their own hypoth-
esis of the eight accounts being either real or fake by go-
ing through an example account, they may have been more
invested in the hypothesis and inclined to confirm or dis-
confirm it. Another explanation involves the use of Verifi,
the visual analytics system that empowers users’ decision-
making by allowing users to interatively analyze multiple
aspects of the news accounts. Often, people are instructed to
‘slow down’ and inspect information more critically (Kah-
neman 2011) as an antidote to falling for confirmation bias.
The Verifi interface could have played a role of somewhat
mitigating confirmation bias in our experiments. This will
be the subject of our follow-up studies.

We observe that participants’ responses to the cues were
consistent with the account uncertainties/difficulties. Figure
3-Right shows how users’ average cue responses matched
our original understanding of these accounts. Moreover, our
regression analysis shows that certain cues significantly af-
fected our users’ decisions (Q4-Q6) more than others. Opin-
ionated language which had the strongest effect on users
fake prediction stands out as an important lesson learned for
future attempts to address misinformation. The fact that we
allowed the opinionated cue to be purely based on users’
understanding of tweet texts, opens a whole new research
question: How can we help users’ to more objectively iden-
tify/quantify opinionated language?

Furthermore, we find that uncertainty affected our users’
prediction accuracy. Our research shows that when a com-
bination of quantitative and qualitative cues are presented
clearly and with minimal uncertainty, users are successful
in correctly differentiating between fake and real news ac-
counts. In order to be resilient to these uncertainties, it is
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Correct? Type Group Comment category

1 Several language features are consistent with predominantly real accounts quantitative

2 News appears more factual reporting rather than opinionated discussion of events, which leads me to believe it is a real news account. quantitative

3
This account does not seem to deal much with controversial topics, and although it has a lower loyalty score, it has a high fairness score and high bias, which are 
normally indicative of real accounts.

quantitative + qualitative

4
While this account only has one connection and it's to a fake account, I didn't notice anything suspicious in the tweets. The People and Organizations view only 
showed topics that are normally discussed in the news and nothing overly controversial.

quantitative + qualitative

5 A lot of the tweets were not even news but simply them stating their opinions about a variety of issues. qualitative

6 Only follows one account, tends to only tweet about one topic (Trump), and it's all negative and uses opinionated language. quantitative

7
High fairness but low loyalty. Little amount of tweets (seemed inconsistent). Very high anger. When looking at the network, it was associated with a wide range of 
different accounts.

qualitative + qualitative

8 This account is 100% angry, with a low tweet amount. This user also doesn't focus on that many people within their tweets. quantitative + qualitative

9 Compared timeline of tweets as other tweets. The timeline and tweet content about taking Mosul for this account do not match with other "real" news. quantitative

10
For this account, language within the tweets tipped me to believing this is a fake news account, or at least an extremely conservative or right-leaning (with high bias) 
news account. Wordage like "marxist left mainstream media" for instance.

qualitative

11 Contains a lot of opinionated language in it's tweets. qualitative

12
..Despite the high tweet rate, their bias and subjectivity scores were high, which tends to relate to fake accounts. That added to the fact that it's only linked to 
another fake account and some verified accounts led me to believe this is a fake. 

quantitative

13 Though this is very opinionated, it leans towards an overall criticism of America, as opposed to an organization attempting to sway a constituency. qualitative

14
Admittedly, personal bias played a role in deciding the "real"ness of this account as the information in the tweets, though not seemingly produced by big media, appears 
real, though not unbiased.

qualitative

15 Connected to real accounts and has lower subjectivity. quantitative

16 Although there was a high rating of anger, it seems as though none of the tweets expressed any anger or high bias. quantitative + qualitative
difficult

Yes

No

easy

difficult

easy

difficult

easy

difficult

easy

real

fake

real

fake

Figure 4: A sample of users’ comments about their decisions. Highlighted text shows users’ mention of either a qualitative or
quantitative reason. Green denotes reasons/cues pointing to the account being real while red pointing to being fake.

essential to take effective measures to communicate these
uncertainties, motivate users to not be anchored on specific
cues, and to holistically focus on a combination of quali-
tative and quantitative evidence. We plan to conduct a fol-
lowup experiment with adding uncertainty of the cues to the
visual analytic system to test this hypothesis. One limita-
tion of our study was the number of accounts chosen. Due
to the time duration of our study (one hour), we decided
to ask each participant to make decisions about eight ac-
counts with varying difficulties. In order to test whether our
results can be generalized, we plan to conduct a follow-up
study that focuses on annotating a larger number of random-
ized accounts. The current study provides guidance on how
we would instruct human coders to categorize all accounts
based on the cues into different difficulty levels.

Conclusion
This paper introduces a visual analytics system, Verifi, along
with an experiment to investigate how individuals make de-
cisions on misinformation from Twitter news accounts. We
found that the account difficulty as mixed cues indicating
real versus fakeness has a significant impact on users’ deci-
sions. The Verifi system is the first visual analytics interface
designed to empower people in identifying misinformation.
Findings from our experiment inform the design of future
studies related to decision-making around misinformation
aided by visual analytics systems.
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