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Abstract

Crowdsourcing can identify high-quality solutions to prob-
lems; however, individual decisions are constrained by cog-
nitive biases. We investigate some of these biases in an exper-
imental model of a question-answering system. We observe a
strong position bias in favor of answers appearing earlier in a
list of choices. This effect is enhanced by three cognitive fac-
tors: the attention an answer receives, its perceived popular-
ity, and cognitive load, measured by the number of choices a
user has to process. While separately weak, these effects syn-
ergistically amplify position bias and decouple user choices
of best answers from their intrinsic quality. We end our paper
by discussing the novel ways we can apply these findings to
substantially improve how high-quality answers are found in
question-answering systems.

Introduction

According to the wisdom of crowds, a group can find
a better solution to a problem than a typical individ-
ual (de Condorcet 1976; Galton 1908; Surowiecki 2005;
Kaniovski and Zaigraev 2011). This effect has become the
foundation of crowdsourcing, including systems for con-
tent creation (Kittur and Kraut 2008), product review (Lim
and Van Der Heide 2015), peer recommendation (Stoddard
2015; Weninger, Johnston, and Glenski 2015), and question-
answering (Q&A) (Adamic et al. 2008; Yao et al. 2015). In
many cases, the crowd’s solution aggregates many users’
recommendations or votes as they are sequentially added.
Recent work suggests that this should determine the best
items (Celis, Krafft, and Kobe 2016; Krafft et al. 2016), and
displaying item popularity makes high-quality items eas-
ier to find. However, individual decisions can be affected
by cognitive biases, which may reduce the relation between
wisdom (the quality of ideas) and crowds (popularity).

For example, recent research has demonstrated that social
influence introduces correlations between decision makers,
which can reduce the quality of collective solutions (Lorenz
et al. 2011; Kaniovski and Zaigraev 2011) and make them
less predictable (Muchnik, Aral, and Taylor 2013; Weninger,
Johnston, and Glenski 2015; Salganik, Dodds, and Watts
2006). Empirical studies of crowdsourcing systems suggest
that users’ bounded rationality, and reliance on heuristics
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like item position (position bias), are even more important
limiting factors in collective performance (Stoddard 2015;
Burghardt et al. 2017).

This paper examines cognitive factors that affect crowd
performance in Q&A systems in order to better correlate
item popularity with quality. We define quality of an answer
as how well it addresses the question or how well it is writ-
ten, which are independent of where or how the answer is
shown to users. The research questions we address are:

• RQ1: What cognitive factors contribute to answer
popularity?

• RQ2: How does popularity relate to quality?

We explore these questions with two complementary meth-
ods: simulating Q&A experimentally and using empirical
data. The experiment identifies why answers become popu-
lar while controlling potentially confounding variables, and
empirical data checks the experiment’s ecological validity.
We focus on Stack Exchange (SE), a popular Q&A site
covering a wide range of topics from cooking to computer
codes. The design of SE, particularly the way the site dis-
plays answers, are similar to other major Q&A boards, such
as Yahoo! Answers and Quora. Thus our study is relevant to
a variety of Q&A sites.

Methods

Our experiment directs Amazon Mechanical Turk workers
to a web page instructing them to “choose the most cor-
rect answer for each of ten questions” 1. The page models
the Stack Exchange English Language Learners (ELL) fo-
rum, from which the questions were selected. Each question
had at least 8 answers. The workers are mostly from the US,
Canada, or Britain (90% of IP addresses).

We assign each MT worker to one of two experimen-
tal conditions. In both the “random” and “social influence”
conditions, workers see 2 or 8 oldest answers (the same an-
swers a SE user would have seen) from the ELL website in
a random order below the question (independently for each
worker). In the “random” condition no score is shown. In
the “social influence” condition, however, workers are told
that “scores listed next to each answer denote the number of

1Full code and data is available at https://github.com/
KeithBurghardt/CognitiveBiasesQuestion-AnsweringSystems
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Table 1: Number of questions in each experiment trial.*
# Answers Trial # Questions # Questions

(Random) (Social Influence)
2 Answers Trial 1 440 438

Trial 2 473 174
8 Answers Trial 1 410 412

Trial 2 930 1256
Trial 3 447 –

*270 & 228 workers are in the random and social influence
conditions, respectively.

individuals who chose this answer in the past” (as on SE).
Scores are randomly generated for each worker, and ordered
such that the first answer receives the highest score, the sec-
ond receives the next-highest score, and so on, which sim-
ulates how scores are ordered in SE. Scores were numbers
between 0 and 100 in the 2-answer scenario and between 0
and 25 in the 8-answer scenario (such that the scores add up
to 100 on average)

We recruit workers with an approval rate of over 95% and
more than 1000 Human Intelligence Tasks (HITs). For Trial
1 in the random condition (shown in Table 1), we requested
“Master” workers. Their voting behavior was statistically
similar to that of other users. Because it takes much more
time to find Master workers, we dropped this requirement in
later experiments. Workers have up to one hour to complete
an assignment (the median time is 8.0 minutes in the random
condition, and 9.5 minutes in the social influence condition).
Each worker is paid 50 cents upon completion. The equiva-
lent hourly wage was less than half that originally designed
because the tasks took unexpectedly long compared to initial
tests in which the authors were subjects.

Once workers choose an answer, they click to advance to
the next question. We perform multiple trials for each con-
dition, as listed in Table 1. In the experiments, we record:

1. the question number
2. the number of answers for each question
3. the time a worker answers each question
4. the answer a worker chooses
5. the order answers are listed for each question
6. the times when workers scroll their computer mouse (or

track pad) over an answer
7. each answer’s score (if applicable), and
8. the start and end time for a worker to complete the task

In the first and last trials of the random condition, and
trial 1 in the social influence condition (see Table 1), the
number of answers are randomly chosen to be either 2 or
8 for each question. Trial 2 in both conditions always has
8 answers. There is, however, no significant change in user
behavior between the two conditions when comparing the
probability a worker chooses an answer versus its position
between trials 1 & 2 (Kolmogorov-Smirnov test p-values >
0.1).

Finally, to check ecological validity, we compared the
probability to choose answers versus their position on SE.
We collected all votes from boards defined on SE as “non-
technical” from August 2008 until September 20142, and
recorded the position of answers just before they were voted
on if the following was true: 2 or 8 answers are visible to
voters, an answer has not been “accepted” by an asker, and
votes were made after August 2009. Accepting an answer
automatically pushes that answer to the top regardless of
their score, and before August 2009, answers with the same
score were not sorted randomly, which could affect our re-
sults (Oktay, Taylor, and Jensen 2010). These data condi-
tions allow for answers to be strictly ordered from highest-
score to lowest-score, which closely matches our experi-
ment. In total, we have 790K votes when 2 answers are visi-
ble and 43K votes when 8 answers are visible. We see simi-
lar behavior in data from other forums, e.g., Stack Overflow
and other technical boards, but we believe non-technical
boards most closely match ELL forum questions. The ELL
forum alone had too little data to make an adequate compar-
ison.

Results

Our experiment disentangles contributions to position bias
from cognitive load, score, and attention, and determines
how these factors affect decisions. Figure 1 shows the prob-
ability a worker chooses an answer as a function of answer’s
position in each experimental condition, and a null model
(described below) where users choose answers based on the
amount of attention they receive. To allow for the best agree-
ment between this model and data, we removed cases in
which users chose an answer that was moused over less than
an arbitrary threshold of 0.01 seconds (0 (0%), 706 (40%),
5 (0.008%), and 641 (38%) of votes were removed from
Figs. 1a–b, respectively). The trends shown in the figures are
the same when including all votes in the dataset, and when
the threshold is larger, such as 0.1 seconds.

In the random condition (Fig 1a inset), workers prefer the
last answer when 2 answers are visible (p-value< 10−6),
but they prefer the first few answers when 8 answers are
visible (Fig. 1a). Future experiments will be necessary to
understand this reversal. Nevertheless, the trend in which
top answers are increasingly preferred as the number of an-
swers increases agrees with previous research (Burghardt et
al. 2017). In the social influence condition, workers prefer
the first answer most when both 2 and 8 answers are shown
(Figs. 1b), and prefer the first few answers much more than
in the random condition. Furthermore, the top half of the
answers are more likely to be chosen as the number of an-
swers increases (58% and 68% for 2 and 8 answers, respec-
tively), in qualitative agreement with the random condition.
Controlling for position, there is no statistically significant
correlation between score and the probability an answer is
chosen (all p-values > 0.1). Initial research suggests that
scores have little effect even when we randomize the posi-

2Raw data is at https://archive.org/details/stackexchange, and
data we parsed is available at www.openicpsr.org/openicpsr/
project/102420/version/V1/view/.
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Social Influence
Attention Null Model

(a)

(b)

Figure 1: Probability to choose an answer versus its position
in the experiment. (a) 8 answers visible in the random condi-
tion (inset: 2 answers visible) and (b) 8 answers are visible in
the social influence condition (inset: 2 answers visible). Also
shown is the null attention model, discussed in the main text.
Error bars for all data are smaller than the plot markers.

tions of both answers and scores, therefore it is the ordering
of scores (regardless of the score values) that amplifies the
position bias.

We determine how attention contributes to position bias
by using mouse movement, which correlates with eye track-
ing (Chu, Anderson, and Sohn 2001). We only record when
the mouse is moving over or clicking on the answer, not
when users scroll over it with their scroll wheel, for greater
confidence that mouse movements were intentional. Al-
though mouse tracking data is not perfect, it is a practi-
cal way to estimate attention. To check this, we compared
the probability to choose an answer versus the fraction of
time a worker mouses over it, which we call time share. We
find that the probability strongly increases with time share
(Cragg & Uhler’s Pseudo R2 values are between 0.44−0.54
using logistic regression), in qualitative agreement with pre-
vious research (Krajbich, Armel, and Rangel 2010; Krajbich
and Rangel 2011).

To test how well time share explains votes, we create a
null model in which users choose an answer with probabil-
ity proportional to the answer’s time share. The dashed lines
in Figure 1 compare this null model to experiments. We find
that position bias is significantly stronger than the null model

(b)

(a)

Experiment

Empirical Data

Figure 2: Comparison between experiment and empirical
data. The probability SE users in non-technical boards (yel-
low bars) and MT workers (green squares) vote for an an-
swer when scores are visible and (a) 2 or (b) 8 answers are
visible. Error bars are smaller than the plot markers.

when 8 answers are visible. Namely, the trend is steeper than
null model (p-value < 0.01) although all trends are negative.
Thus the null model can partly–but not fully–explain posi-
tion bias.

In summary, these observations lead us to the following
conclusions.

1. Cognitive load (number of answers visible) increases po-
sition bias,

2. Perceived popularity increases the position bias,

3. Perceived popularity, when corrected for position, is not
a significant factor, and

4. Attention increases the position bias.

Finally, to check the ecological validity of our experi-
ments, we compared them with the vote data from all non-
technical SE forums from August 2009 through September
2014. Specifically, Fig. 2 compares probability answers are
voted on versus their position. Answers are ordered, by de-
fault, from highest to lowest score, which provides a direct
comparison between our experiment results and the results
from the data. The experiment agrees qualitatively with the
observed user behavior on SE non-technical forums, even
though SE answers are presumably ordered by from highest-
to-lowest quality (Yang et al. 2014). Answer position may
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more strongly bias how answers are voted than their under-
lying quality.

Discussion

Our experiments elucidate factors affecting user choices of
the best answers to questions. We find that an answer’s posi-
tion plays an important role in this decision and is strongly
enhanced by perceived popularity, information load, and the
attention given to top answers. We see strong agreement be-
tween our experimental model and empirical data, which
demonstrates the experiments capture many aspects of real
Q&A systems, despite differences in the populations, and
the different motivations, of MT workers and SE users.

Because the design of SE is similar to other popular
Q&A sites, we believe that our results are widely applica-
ble to Q&A crowdsourcing systems. Furthermore, our ob-
servations are in line with recent work showing that position
bias coupled with popularity-based ranking reduces collec-
tive ability to identify highest-quality items (Abeliuk et al.
2017).

How do we improve the wisdom of crowd in Q&A
systems? We found that the position bias strongly affects
whether an answer is voted on, even in empirical data, there-
fore we want to find ways to reduce the position bias. Our
findings suggest two novel ways to do this: not showing an-
swer scores and reducing the number of answers people see
(e.g., removing older unpopular answers) but still ordering
from highest-to-lowest score. Future work, however, is nec-
essary to reduce the impact of older answers that accumulate
votes due to their age and not their quality.
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