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Abstract
Occluded person re-identification (re-ID) is a challenging
task as different human parts may become invisible in clut-
tered scenes, making it hard to match person images of differ-
ent identities. Most existing methods address this challenge
by aligning spatial features of body parts according to seman-
tic information (e.g. human poses) or feature similarities but
this approach is complicated and sensitive to noises. This pa-
per presents Matching on Sets (MoS), a novel method that
positions occluded person re-ID as a set matching task with-
out requiring spatial alignment. MoS encodes a person im-
age by a pattern set as represented by a ‘global vector’ with
each element capturing one specific visual pattern, and it in-
troduces Jaccard distance as a metric to compute the distance
between pattern sets and measure image similarity. To enable
Jaccard distance over continuous real numbers, we employ
minimization and maximization to approximate the opera-
tions of intersection and union, respectively. In addition, we
design a Jaccard triplet loss that enhances the pattern discrim-
ination and allows to embed set matching into deep neural
networks for end-to-end training. In the inference stage, we
introduce a conflict penalty mechanism that detects mutually
exclusive patterns in the pattern union of image pairs and de-
creases their similarities accordingly. Extensive experiments
over three widely used datasets (Market1501, DukeMTMC
and Occluded-DukeMTMC) show that MoS achieves supe-
rior re-ID performance. Additionally, it is tolerant of occlu-
sions and outperforms the state-of-the-art by large margins
for Occluded-DukeMTMC.

Introduction
Person re-identification (re-ID) (Zheng, Yang, and Haupt-
mann 2016) aims to associate persons that non-overlapping
cameras capture from different places and viewpoints. It
is an indispensable component in video surveillance where
persons are often the major objects of interest (Yang et al.
2019). Though we have observed impressive progress in
holistic person re-ID in recent years (Wang et al. 2019b;
Zhai et al. 2020a; Jia et al. 2020; Wang et al. 2020a), it
is still a big challenge to match persons of different iden-
tities in cluttered scenes where different body parts often

*Corresponding author.
Copyright © 2021, Association for the Advancement of Artificial
Intelligence (www.aaai.org). All rights reserved.

                 

Pattern Set A Pattern Set B

Matching on Set

Set A Set B

channels channels

Pattern Conflict Penalty

Figure 1: Illustration of Matching on Sets (MoS) for oc-
cluded person re-ID: MoS represents a person image by a
‘global vector’ that defines a pattern set. It matches occluded
person images according to the Jaccard similarity between
their pattern sets without requiring spatial alignment of per-
son images. We design a Jaccard triplet loss for end-to-end
network training and a conflict penalty mechanism for opti-
mal inference.

suffer from occlusions and become invisible. Occluded re-
ID (Zhuo et al. 2018; Miao et al. 2019) remains a very open
research challenge despite its great values in practical re-ID
systems.

The core challenge of occluded re-ID lies with two prob-
lems. The first problem comes from various occlusions that
often cover up discriminative body parts. As a result, the
trained model cannot extract sufficient representation in-
formation for re-ID. The second problem comes from the
interference of obstacles that often share similar appear-
ances as human bodies. Such obstacle interference deteri-
orates the extracted representation and makes the person
matching complicated and prone to errors. Existing works
address these challenges by adopting an intuitive approach
that aligns the visible body parts and measures their simi-
larities separately. The major line of research along this di-
rection leverages external cues such as person masks (Song
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et al. 2018; He et al. 2019), semantic parsing (Kalayeh et al.
2018) or human poses (Miao et al. 2019; Gao et al. 2020;
Wang et al. 2020b) to detect visible body parts for matching.
On the other hand, the detection of visible parts is compli-
cated and tends to fail to generate reliable visual cues under
the presence of severe occlusions. Another line of research
builds up part alignment relations according to the local fea-
ture similarity across person images (Zheng et al. 2015b; He
et al. 2018a; Sun et al. 2019b). It is complicated as well and
tends to produce mismatches because it often fails to differ-
entiate human bodies from obstacles reliably.

In this paper, we present matching on sets (MoS), a novel
network that treats occluded person re-ID as a set match-
ing problem and accordingly bypasses the complicated and
error-prone spatial alignment process. Based on the obser-
vation that a convolutional feature channel usually encodes
a visual pattern (Zheng et al. 2017), MoS treats the convolu-
tional feature vector of a person image as a pattern set and
measures the person image similarity by measuring the sim-
ilarity of the corresponding pattern sets as illustrated in Fig.
1. Specifically, we introduce Jaccard similarity coefficients
as the metric to compute the similarity between pattern sets
of person images. Since CNN feature vectors consist of real
numbers, we introduce minimization and maximization to
approximate the intersection and union operators in Jaccard
similarity, which enables its computation on continuous real
numbers and so differentiable in network training. We de-
sign a Jaccard triplet loss to incorporate the set matching
operation into CNNs for end-to-end training. In addition, we
design a conflict penalty mechanism that detects mutually
exclusive patterns in the pattern union of image pairs and
decreases their similarities for optimal inference.

The major contributions of this work can be summarized
in three aspects. First, we formulate the occluded person
re-ID as a set matching problem and design a network that
measures the similarity between person images by using
the Jaccard similarity coefficient between the corresponding
pattern sets. Second, we design a novel Jaccard triplet loss
that enables end-to-end network training with smoothing ap-
proximation. We also design a conflict penalty mechanism
for the optimal inference that detects mutually exclusive pat-
terns in the pattern union of image pairs and decreases their
similarities accordingly. Third, our designed network is ro-
bust and does not require complicated and error-prone spa-
tial alignment. It achieves superior re-ID performance under
various occlusions yet without sacrificing performance over
normal re-ID data with little occlusion.

Related Work
Person Re-identification
Person re-ID mainly focuses on the challenge which lies in
the large intra-class and small inter-class variation caused
by different viewpoints and poses, illumination conditions,
camera configurations, etc. Existing methods can be broadly
classified into two categories, one is committed to learn-
ing a discriminative feature representation for persons (Liao
et al. 2015; Zheng et al. 2019; Wang et al. 2019a; Zhai et al.
2020b; Wang et al. 2020c), the other is learning similarity

metrics to predict whether two images contain the same per-
son (Zheng, Gong, and Xiang 2011; Sun et al. 2020; Jia et al.
2020). Most existing methods were developed for matching
holistic person images that cannot tackle the occluded Re-ID
problem. Specifically, when facing the occluded situations,
those previous works mix information of the target person
and obstacles into the final feature representation and usu-
ally fail in practical surveillance scenarios.

Occluded Person Re-ID
Existing works tackle Occluded re-ID by aligning the visible
body regions and measures their similarities separately.

The major line of existing methods leverage external
cues such as foreground segmentation or pose estimation
to align the detected human bodies. (Miao et al. 2019)
presents a pose guided feature alignment method to match
the local patches of person images based on the human se-
mantic key-points and use a pre-defined threshold of key-
points confidence to determine the part visibility. (Gao et al.
2020) employs a pose-guided visible part matching algo-
rithm (PVPM) that self-mine the part visibility via graph
matching and adapt pose-guide attention accordingly. (Wang
et al. 2020b) presents a framework utilizing key-points es-
timation to learn high-order relation information for dis-
criminative features and human-topology information for ro-
bust alignment. By introducing extra semantic information
as guidance, the above methods can accurately locate and
align body parts; however, they inevitably cost much time
to infer these external cues and may fail to generate reliable
visual cues under the presence of severe occlusions.

Another line of research adopt a part-to-part matching
strategy, which builds up part alignment relations according
to the local feature similarity across person images. (Zheng
et al. 2015b) presents a local patch-level matching model to
capture the spatial layout information. (He et al. 2018a) re-
constructs the feature map of a partial query sparsely from
the feature map of holistic gallery images, and further im-
prove it by a foreground-background mask to alleviate the
contamination of occlusion in (He et al. 2019). (Sun et al.
2019b) presents a visibility-aware part model (VPM), which
learns to perceive the visibility of regions through self-
supervision. Recently, (Zhu et al. 2020) adopts clustering
to learn the human semantic parsing to achieve the pixel-
level alignment, which can locate both human body parts
and personal belongings. These approaches flexibly match
local features across person images in a self-guided way.
On the other hand, they require complicated extra opera-
tions and often fail to differentiate human bodies from obsta-
cles reliably, leading mismatch in the complex environment.
Different from the above alignment-based approaches, our
method addresses the occluded person re-ID by set matching
on image pattern sets, which measures similarities between
image pairs without spatial alignment.

Proposed Method
In this section, we first provide a novel perspective to for-
mulate person re-ID as a pattern set matching problem and
describe how to measure the similarity between person pat-
tern sets using Jaccard similarity. Then we propose a Jaccard
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Figure 2: The framework of our proposed MoS: Given a pair of person images as Input, MoS first encodes them by two pattern
sets (Pattern Set A and Pattern Set B) where each set is represented by a ‘global vector’ with each element capturing one specific
visual pattern. It employs Jaccard similarity coefficient with a conflict penalty term as a metric to compute the distance between
pattern sets and measure the image Similarity, more details to be described in Proposed Method

triplet loss with smoothing approximation that embeds the
set matching task into networks for end-to-end training. Fi-
nally, we introduce a conflict penalty mechanism to improve
the robustness of matching especially in occluded scenarios.
An overview of our method is shown in Fig. 2.

Pattern Sets Matching
We view occluded re-ID as a pattern sets matching prob-
lem. For a person image x, we first employ a CNN back-
bone to generate an image embedding f = CNN(x) ∈ RC ,
where C is the feature dimension. A non-linear activation
function σ(·) is performed on f to obtain a vector g ∈ RC ,
i.e., g = σ(f). We consider g as a pattern set of x, where
each channel of g denotes a specific pattern such as glasses,
collar, etc. A high value of a channel means that the corre-
sponding pattern is visible in this image. Given two persons
x1 and x2, we propose to measure their similarity by using
the set similarity between their pattern sets g1 and g2:

S(x1,x2) = Sset(g1,g2), (1)

where gn = σ(CNN(xn)) (n denotes the image index),
S(·, ·) denotes the similarity between images x1 and x2 for
person re-ID, and Sset(·, ·) is a kind of metric to measure
similarities between sets.

Jaccard Similarity for Re-identification
The Jaccard Similarity is a similarity measure between two
sets. It is defined as the size of the intersection divided by the
size of the union of two sets. Given two sets A and B, the
Jaccard Similarity is computed using the following formula:

J (A,B) =
|A ∩B|
|A ∪B|

, (2)

where |·| denotes the cardinality of a set. UsingC-dimension
binary vectors {0, 1}C to represent set A and B, where each

channel denotes a specific element, the Jaccard Similarity
between these two sets is computed by:

J (A,B) =

∑C
c=1 A[c] ∧B[c]∑C
c=1 A[c] ∨B[c]

, (3)

where ∧ and ∨ separately denote bit-wise AND and OR op-
erators, and the operator [·] returns the element at position c
in a vector or a set. For the re-ID problem, the similarities of
person image pairs can be represented by the Jaccard simi-
larities of their pattern sets. Considering that directly trans-
forming embedding f to binary values may expand errors
and reduce representation robustness, we use sigmoid func-
tion σ(·) = e·/(1 + e·) to activate the feature and obtain the
pattern set g = σ(f) ∈ RC . To make the Jaccard Similar-
ity adaptive to this continuous variable, we use minimization
and maximization to approximate the bit-wise AND and OR
operators in Eq. (3), respectively. For given pattern sets g1

and g2, the Jaccard Similarity is redefined by:

J (g1,g2) =

∑C
c=1min(g1[c],g2[c])∑C
c=1max(g1[c],g2[c])

, (4)

where c denotes the channel index.

End-to-end Training
To embed the set matching into CNNs for end-to-end train-
ing, we propose a Jaccard triplet loss that uses Jaccard Dis-
tance instead of Euclidean Distance to measure dissimilar-
ities of image pairs. To smooth the min/max operators, we
introduce a Softmax-Jaccard Similarity:

Js(g1,g2) =

∑C
c=1(w

min
1 [c] · g1[c] +wmin

2 [c] · g2[c])∑C
c=1(w

max
1 [c] · g1[c] +wmax

2 [c] · g2[c])
,

(5)
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where wmin
k [c] and wmax

k [c] is softmin/softmax of gk[c]
along k:

wmin
k [c] =

e−τ ·gk[c]∑
n e
−τ ·gn[c]

, wmax
k [c] =

eτ ·gk[c]∑
n e

τ ·gn[c]
(6)

where k = 1, ..., N (N is the number of training images)
and τ is a smoothing factor. The Jaccard distance is defined
by:

DJ (g1,g2) = 1− Js(g1,g2), (7)
The Jaccard triplet loss is defined by:

LJ =
N∑
n=1

[δ +DJ (gn,gn+)−DJ (gn,gn−)]+, (8)

where xn+ denotes the samples belonging to the same per-
son with xn, xn− denotes the samples belonging to differ-
ent persons with xn. δ is a margin parameter. Considering
the exponential transformation in sigmoid function may lead
to gradient vanishing, we remove the sigmoid behind im-
age embedding f during training. And instead we use Leaky
ReLU on f , a more linear activation function. In the next
section, we validate that the final Jaccard triplet loss can en-
hance the pattern discrimination in the set vectors.

Additionally, we conduct a linear transformation after
image embedding f and it outputs a predicted probability
Pm(xn) of image xn belonging to the identity m. The cross
entropy loss with label smoothing is defined as:

Lce = −
N∑
n=1

M∑
m=1

qm logPm(xn), (9)

where qm = 1 − ξ + ξ
M if m = yn, otherwise qm = ξ

M .
M is the class (person identity) number of the training set,
and yn is the ground-truth label of xn. ξ is a small constant,
which is set as 0.1. The overall loss is therefore calculated
as:

L = LJ + Lce. (10)

Pattern Conflict Penalty
We propose pattern conflict penalty during inference under
the hypothesis that if there are incompatible patterns be-
tween two sets, the corresponding images are likely to be-
long to different persons. For instance, in general blue shoes
and black shoes are a pair of incompatible patterns, and thus
they won’t show up together in the pattern sets of the same
person. As shown in Fig. 3, we punish the similarity between
two images according to the incompatible pattern pairs in
their pattern union. The pattern conflict penalty mechanism
can be divided into two steps: conflict mining and similarity
penalty. For a pair of images, we define pattern concurrence
matrixM∈ RC×C on their pattern union as:

M(g1,g2) = (g1 ∪ g2)(g1 ∪ g2)
T , (11)

where g1 ∪ g2 = max(g1,g2) ∈ RC×1 denotes the pat-
tern union of set g1 and g2. Each element inM, denoted by
M[i,j], stands for whether pattern-i and pattern-j co-occur
in the union of g1 and g2. For conflict mining, we compute

Pattern 
Union

Blue 
shoes

Black 
shoes

Incompatible

Compatible

Image A

Image B

White 
T-shirt

Compatible

Figure 3: The proposed conflict penalty mechanism detects
incompatible pattern pairs in the union of the pattern sets of
two person images and lowers their similarity adaptively for
optimal inference.

pattern concurrence matrices M between all positive sam-
ple pairs in the training set. Through bit-wise maximization,
we obtain a priori max concurrence (PAC) matrixMp:

Mp
[i,j] =max

t,n
M[i,j](gt,gn),

s. t. yt = yn,

t, n = 1, ..., N.

(12)

where i, j = 1, ..., C , yt and yn denote the ground-truth
identities of image t and n, respectively. During inference,
for given set pair (g1,g2) we compare values in its pattern
concurrence matrixM(g1,g2) with those in the priori max
concurrence matrixMp, then punish their similarity if there
are values inM(g1,g2) much higher than their correspond-
ing ones inMp. The penalty term is calculated by:

CP(g1,g2) =
∑
i,j

max(0, e
(M[i,j](g1,g2)−Mp

[i,j]
−ε) − 1),

(13)
where ε is an offset factor. The final similarity between x1

and x2 is computed by:

S(x1,x2) = J (g1,g2)− λCP(g1,g2), (14)

where λ is a scale factor. Algorithm 1 provides the overall
description of our proposed MoS.

Experiments
Datasets and Evaluation Metrics
We evaluate MoS over two occluded re-ID datasets
Occluded-DukeMTMC (Miao et al. 2019) and P-ETHZ
(Zhuo et al. 2018). Occluded-DukeMTMC is a split of
DukeMTMC-reID (Zheng, Zheng, and Yang 2017) which
contains 15,618 training images, 17,661 gallery images,
and 2,210 occluded query images. The experiments on this
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Algorithm 1 Matching on Sets (MoS)
Input: Training/query/gallery set: Xtrain, Xquery , Xgallery

Output: Similarities S
1: %Training stage
2: Initialize the CNN network parameters Θ.
3: for mini-batch B ⊂ Xtrain do
4: Extract its pattern set gn of each xn in B using CNN.
5: Calculate LJ by Eqs.(5, 6, 7, 8) and Lce by Eq.(9).
6: Optimize CNN parameters Θ according to Eq.(10).
7: end for
8: Calculate the PAC matrixMp by Eq.(12).
9: %Inference stage

10: for each q ∈ Xquery , g ∈ Xgallery do
11: Calculate J (q, g) by Eq.(4) and CP(q, g) by Eq.(13).
12: Calculate S(q, g) by Eq.(14).
13: end for
14: return S

dataset follow the standard setting (Miao et al. 2019). P-
ETHZ is modified from ETHZ, which contains 3,897 im-
ages of 85 IDs. Following (Zhuo et al. 2018), we randomly
select images of half identities for training and the rest for
test. We also evaluate MoS over two widely used Holis-
tic re-ID datasets Market-1501 (Zheng et al. 2015a) and
DukeMTMC-reID (Zheng, Zheng, and Yang 2017) to test
its generalizability.

For evaluations, we adopt Cumulative Matching Charac-
teristic (CMC) curve and mean average precision (mAP) that
are used widely in Re-ID evaluations.

Implementation Details
We adopt ResNet-50 (He et al. 2016) as the backbone
network which is pre-trained over ImageNet (Krizhevsky,
Sutskever, and Hinton 2017). For a fair comparison with
methods whose backbone networks have a larger number of
parameters, we employ another backbone that incorporates
instance batch normalization (IBN) (Pan et al. 2018) into the
ResNet50 for improving learning capacities without increas-
ing computational costs. The models of the two networks are
denoted by “MoS” and “MoSw/ibn” (similarly hereinafter),
respectively. During training, the input image is resized to
256 × 128 and augmented with random horizontal flipping,
random erasing (Zhong et al. 2020) and random cropping.
We warm up the model for 10 epochs with a linearly grow-
ing learning rate from 3.5 × 10−5 to 3.5 × 10−4, and then
decrease it by a factor of 0.1 at 40th and 70th epoch. The
batch size is set to 64 and the Adam optimizer is adopted in
model training. We fixed ε = 0.1 and λ = 0.001 in experi-
ments, and implement the networks on PyTorch.

Comparison with the State-of-the-Art
We compare our method with state-of-the-art methods and
Tables 1, 2 and 3 show the experimental results for both
occluded and holistic person re-ID tasks. The compared
methods can be classified into two categories according
to the used backbones. One category is the mainstream
which employs ResNet-50 directly or modifies ResNet-50
by introducing additional branches, attention subnets, di-
lated convolution, etc. The other category employs more

Methods Rank-1 mAP
DIM (ArXiv 17) 21.5 14.4
Part Aligned (ICCV 17) 28.8 20.2
HACNN (CVPR 18) 34.4 26.0
Adver Occluded (CVPR 18) 44.5 32.2
PCB (ECCV 18) 42.6 33.7
Part Bilinear (ECCV 18) 36.9 -
FD-GAN (NIPS 18) 40.8 -
PGFA (ICCV 19) 51.4 37.3
HONet (CVPR 20) 55.1 43.8
DSR (CVPR 18) 40.8 30.4
SFR (ArXiv 18) 42.3 32.0
MoS (Ours) 61.0 49.2
ISP* (ECCV 20) 62.8 52.3
MoSw/ibn (Ours) 66.6 55.1

Table 1: Comparison over dataset Occluded-DukeMTMC:
“*” highlight that different backbone is employed.

Methods Rank-1 Rank-5 mAP
DGD (CVPR 16) 51.2 81.0 -
SVDNet (ICCV 17) 52.2 79.0 -
REDA (AAAI 20) 54.4 79.1 -
AFPB (ICME 18) 58.2 84.6 -
MoS (Ours) 76.2 84.8 64.0
MoSw/ibn (Ours) 79.5 85.7 66.8

Table 2: Comparison over dataset P-ETHZ

powerful backbones with more parameters than ResNet50,
such as ResNet101 or HRNet-W32. For fair comparison,
we compare the two categories of methods with “MoS” and
“MoSw/ibn”, respectively. The comparisons with the second
category methods are largely for reference.

Results on Occluded-DukeMTMC Table 1 shows the
comparison over the dataset Occluded-DukeMTMC. As Ta-
ble 1 shows, three types of methods are compared includ-
ing: (1) methods designed for holistic ReID (DIM (Yu et al.
2017), Part Aligned (Zhao et al. 2017), HACNN (Li, Zhu,
and Gong 2018), Adver Occluded (Huang et al. 2018) and
PCB (Sun et al. 2018)), (2) methods using extra pose in-
formation (Part Bilinear (Suh et al. 2018), FD-GAN (Ge
et al. 2018), PGFA (Miao et al. 2019) and HONet (Wang
et al. 2020b)), and (3) methods without using extra seman-
tics (DSR (He et al. 2018a) and SFR (He et al. 2018b)).
We can observe that MoS achieves 61.0% Rank-1 accuracy
and 49.2% mAP and outperforms all three types of meth-
ods by large margins. For ISP that adopts a deeper backbone
HRNet-W32, MoSw/ibn achieves higher Rank-1 and mAP
and its parameter number is only 89% of ISP.

The MoS’s superior performance is largely attributed to
three aspects. First, the set matching is more robust than spa-
tial alignment for re-ID in cluttered scenes. Second, the pro-
posed Jaccard triplet loss helps learn more effective and dis-
criminative pattern representations for the set matching in-
ference. Third, the proposed pattern conflict penalty mecha-

1677



Methods Market-1501 DukeMTMC
Rank-1 mAP Rank-1 mAP

IANet (CVPR 19) 94.4 83.1 87.1 73.4
MVPM (ICCV 19) 91.4 80.5 83.4 70.0
DMML (ICCV 19) 93.5 81.6 85.9 73.7
SFT (ICCV 19) 93.4 82.7 86.9 73.2
VCFL (ICCV 19) 89.3 74.5 - -
Circle (CVPR 20) 94.2 84.9 - -
PCB(ECCV 18) 92.3 77.4 81.8 66.1
PCB+RPP (ECCV 18) 93.8 81.6 83.3 69.2
AlignedReID(ArXiv18) 91.8 79.3 - -
DSR (CVPR 18) 83.6 64.3 - -
VPM (CVPR 19) 93.0 80.8 83.6 72.6
SPReID (CVPR 18) 92.5 81.3 - -
MGCAM (CVPR 18) 83.8 74.3 46.7 46.0
Pose-transfer (CVPR18) 87.7 68.9 30.1 28.2
PSE (CVPR 18) 87.7 69.0 27.3 30.2
PGFA (ICCV 19) 91.2 76.8 82.6 65.5
AANet (CVPR 19) 93.9 82.5 86.4 72.6
HONet (CVPR 20) 94.2 84.9 86.9 75.6
MoS (Ours) 94.7 86.8 88.7 77.0
DCDS* (ICCV 19) 94.8 85.8 87.5 75.5
ISP* (ECCV 20) 95.3 88.6 89.6 80.0
MoSw/ibn (Ours) 95.4 89.0 90.6 80.2

Table 3: Comparison over datasets Market-1501 and
DukeMTMC: The compared methods are grouped into four
categories: global feature based, part feature based, external
cues based and different backbone based.

nism improves the set similarity by utilizing compatible and
incompatible inter-pattern relations comprehensively.

Results on P-ETHZ Table 2 shows the comparison of
MoS with state-of-the-art methods on the dataset P-ETHZ.
The compared methods include three holistic re-id methods
(DGD (Xiao et al. 2016), SVDNet (Sun et al. 2017) and
REDA (Zhong et al. 2020)), as well as an occluded re-id
method AFPB (Zhuo et al. 2018). As Table 2 shows, MoS
achieves the best performance under all three metrics and it
outperforms the state-of-the-art by 18% in Rank-1 accuracy.

Results on Market-1501 and DukeMTMC-reID We
compare MoS with a number of holistic re-ID methods
to verify its effectiveness over the holistic re-id task. The
compared methods include: (1) six methods using global
features including IANet (Hou et al. 2019), MVPM (Sun
et al. 2019a), DMML (Chen et al. 2019), SFT (Luo et al.
2019), VCFL (Liu and Zhang 2019) and Circle (Sun et al.
2020); (2) five methods using part features including PCB,
PCB+RPP (Sun et al. 2018), AlignedReID (Zhang et al.
2017), DSR (He et al. 2018a) and VPM (Sun et al. 2019b);
(3) eight methods using external cues including human-
parsing based SPReID (Kalayeh et al. 2018) and MGCAM
(Song et al. 2018); attribute information based AANet (Tay,
Roy, and Yap 2019); human pose based Pose-transfer (Liu
et al. 2018), PSE (Sarfraz et al. 2018), PGFA (Miao et al.
2019) and HONet (Wang et al. 2020b); (4) two methods
using different backbone including DCDS with ResNet101

Methods Metric Rank-1 mAP
Euclidean Triplet Euclidean 60.2 49.5
Euclidean Triplet Cosine 58.6 50.4
Euclidean Triplet Jaccard 60.3 50.8
Jaccard Triplet Jaccard 64.4 54.8
Jaccard Triplet Jaccard + CP 66.6 55.1

Table 4: Ablation study over dataset Occluded-DukeMTMC.
CP denotes our proposed conflict penalty mechanism.

Figure 4: The smoothing factor τ in Eq. (6) affects Jaccard
triplet loss and re-ID in mAP and Rank-1 accuracy.

(Alemu, Shah, and Pelillo 2019) and ISP with HRNet-W32
(Zhu et al. 2020).

Table 3 shows experimental results. We can observe that
MoS outperforms the 1st category methods using global fea-
tures consistently. In addition, MoS performs better than the
2nd category methods using part features even when only
global features are used, though part-based features are effi-
cient for re-ID task (Sun et al. 2018). This shows that MoS
can learn discriminative features without considering spa-
tial distributions. Further, MoS outperforms the 3rd category
methods using external cues without leveraging any extra in-
formation. Last but not least, MoSw/ibn achieves competi-
tive performance as compared with DCDS and ISP that em-
ploy ResNet101 and HRNet-W32 as backbone, respectively.
This shows that MoS is a backbone-agnostic approach and
can benefit from more powerful backbones.

Ablation Study
We conducted extensive ablation studies to evaluate each
component of MoS. We used ResNet50 with IBN as back-
bone and performed ablation experiments over Occluded-
DukeMTMC. Table 4 shows experimental results.

Perspective of Set Matching We first study the effect of
positioning occluded re-ID as a set matching problem by
adopting Jaccard similarity as metric in inference. In this
experiment, we train a re-ID model with the original triplet
loss with Euclidean distance, and compare its re-ID perfor-
mance with models using different similarity metrics. As Ta-
ble 4 shows, Jaccard similarity outperforms Euclidean and
cosine similarity by small margins in mAP. This experiment
shows that the very plain implementation of set matching
can handle the occlusion challenge effectively. The benefits
of employing set matching can be further demonstrated by
introducing other relevant designs and operations.
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Figure 5: Visualization of global vectors and pattern sets:
For the three sample images in the first column (the ones in
the 1st and 2nd rows have the same identity, the last one has
a distinct identity), the rest columns show the visual patterns
of a number of randomly picked feature channels. The three
visual patterns in each column have the same channel index.

Jaccard Triplet Loss We further study the effect of our
designed Jaccard triplet loss as described in End-to-end
Training. As Table 4 shows, employing Jaccard triplet loss
improving the re-ID performance by large margins in both
Rank-1 accuracy and mAP. The clear performance improve-
ment shows that our designed Jaccard triplet loss guides to
learn more discriminative features and patterns effectively
while working with the set matching idea.

Pattern Conflict Penalty We conduct an extra experiment
to study the effectiveness of our proposed conflict penalty
(CP) mechanism and Table 4 shows experimental results.
As Table 4 shows, the CP mechanism further improves re-
ID performance, especially in Rank-1 accuracy. It helps as
it penalizes the similarity of incompatible pattern pairs and
improves the set similarity with better pattern matching.

The ablation studies show that the proposed set match-
ing idea outperforms the Baseline (Triplet & Euclidean) by
6.4% in Rank-1 accuracy and 5.6% in mAP while working
with the Jaccard triplet loss and conflict penalty mechanism.
This demonstrates that the three components complement
each other in achieving better occluded re-ID performance.

Discussion
Parameter Analysis The smoothing factor τ in Eq. ( 6)
affects the Jaccard triplet loss and the occluded re-ID per-
formance. We study this parameter by setting it to different
values and checking the corresponding re-ID performance.
Fig. 4 shows experimental results on Occluded-DukeMTMC
dataset. Since a smaller τ usually leads to lager smoothing
of both min and max values, it tends to obtain equal min
and max values when τ is very small and degrades the re-
ID accuracy. On the other hand, a large τ will sharpen the
min and max values which usually leads to the difficulty of
gradient propagation. Experiments show that MoS performs
best when τ = 20. From another perspective, MoS performs
stably and is tolerant to the change of the parameter.

Figure 6: Illustration of feature activation maps: For each of
the six groups of samples, the first image on the left is the
original person image, the 2nd and the 3rd are the feature
maps that are learned by the original triplet loss and our pro-
posed Jaccard triplet loss, respectively.

Patterns Visualization We visualize several randomly
picked channels of feature maps to demonstrate that a convo-
lutional feature channel encodes a visual pattern effectively.
As Fig. 5 shows, each channel learns a discriminative pat-
tern in a local region. For the image of the same person (e.g.
the 1st and 2nd person images), the same feature channel
tends to locate similar local regions if not occluded. But for
images of different persons (e.g. the 3rd person), it tends to
activate non-overlapping feature channels and produce dif-
ferent pattern sets.

We also visualize the activation of the whole feature map
by averaging all feature channels. As Fig. 6 shows, our net-
work can localize human body areas to learn discriminative
representation even without explicitly modeling the local-
ization of visible body parts. This nice property is largely
attributed to the Jaccard triplet loss that guides the network
to learn more discriminative body parts and patterns under
the presence of noises and occlusions.

Conclusion
In this paper, we formulate the occluded person re-ID as a
set matching problem and design a Matching on Sets (MoS)
approach that measures the similarity between person im-
ages by using the Jaccard similarity coefficient between the
corresponding pattern sets without spatial alignment. A Jac-
card triplet loss is designed that enhances the pattern dis-
crimination and allows to embed set matching into deep neu-
ral networks for end-to-end training. We also design a con-
flict penalty mechanism that decreases similarities of image
pairs according to mutually exclusive patterns in their pat-
tern union. Extensive experiments show that MoS achieves
superior performance for occluded re-ID. We expect that the
proposed MoS will inspire new insights and attract more in-
terests for better occluded re-ID without spatial alignment.
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