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Abstract

Image captioning is a challenging computer vision task,
which aims to generate a natural language description of an
image. Most recent researches follow the encoder-decoder
framework which depends heavily on the previous gener-
ated words for the current prediction. Such methods can not
effectively take advantage of the future predicted informa-
tion to learn complete semantics. In this paper, we propose
Context-Aware Auxiliary Guidance (CAAG) mechanism that
can guide the captioning model to perceive global contexts.
Upon the captioning model, CAAG performs semantic at-
tention that selectively concentrates on useful information of
the global predictions to reproduce the current generation. To
validate the adaptability of the method, we apply CAAG to
three popular captioners and our proposal achieves competi-
tive performance on the challenging Microsoft COCO image
captioning benchmark, e.g. 132.2 CIDEr-D score on Karpa-
thy split and 130.7 CIDEr-D (c40) score on official online
evaluation server.

Introduction
Image captioning is to automatically generate natural lan-
guage descriptions of an input image, which is a challenging
task and also draws increasing attention in both computer
vision and natural language processing fields. The ability of
describing like humans for machine is important since it can
be widely applied to cross-modal retrieval (Karpathy, Joulin,
and Li 2014; Vo et al. 2019; Wang et al. 2019) and human-
robot interactions (Wu et al. 2018; Erden and Tomiyama
2010; Schmidt, Mael, and Wurtz 2006).

Most recent image captioning approaches follow the
encoder-decoder framework (Vinyals et al. 2015) which em-
ploys convolutional neural network (CNN) to encode im-
ages to visual features and utilizes recurrent neural net-
work (RNN) decoder to generate captions. Inspired by the
recent success of employing attention in machine transla-
tion (Bahdanau, Cho, and Bengio 2015), the spatial atten-
tion mechanism is proposed in (Xu et al. 2015) to attend to
the salient regions of an image while generating captions.
These methods are typically trained by “Teacher-Forcing”
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Figure 1: Comparison between (a) traditional captioner and
(b) our CAAG. The traditional captioner depends solely on
the previous generated words when predicting the current
word. Our method can take advantage of the future predic-
tions to guide model learning.

algorithm (Williams and Zipser 1989) to maximize the log-
likelihood of the next ground-truth word. This training ap-
proach creates a mismatch between training and inference
called “exposure bias” (Ranzato et al. 2015). During the
training phase, the model takes the ground-truth word as the
current input, while in the inference phase, the input can be
only sampled from the last time step. Recently, it has shown
that REINFORCE algorithm (Williams 1992) can avoid ex-
posure bias through directly optimizing non-differentiable
sequence-level metrics, and has become a common compo-
nent in the field of image captioning.

However, the existing image captioning methods depend
solely on the previous generated words when conducting the
current prediction, which will lead to the model learning
incomplete semantics. As illustrated in Figure 1, the tradi-
tional captioner predicts the current word based on the par-
tial generated sentence “A boy is” during training. With the
incomplete information, the caption decoder tends to learn
by remembering experiences rather than by understanding
the scenes, and will easily generate incorrect word (e.g.
“standing”) when encountering similar situations in the in-
ference stage. Therefore, the future predictions “baseball
game” may contain more critical information for current
word, and should be considered to improve the scene un-
derstanding ability of captioning model.

In order to better understand the scenes, we propose
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Context-Aware Auxiliary Guidance (CAAG) mechanism
that guides the captioning model to perceive the complete
semantics through reproducing the current generation based
on the global predictions. We first use the captioning model
(called primary network) to generate a complete sentence
which is served as global contexts. Based on the global con-
texts and hidden state, CAAG masks and then reproduces the
target word through semantic attention at every time step.
The semantic attention can help CAAG to selectively look
backward or look into future. During the inference phase,
we first utilize primary network to generate a sentence for
CAAG by greedy decoding. Then we jointly employ pri-
mary network and CAAG to generate the final caption by
beam search.

We conduct extensive experiments and analyses on the
challenging Microsoft COCO image captioning benchmark
to evaluate our proposed method. To validate the adaptabil-
ity of our method, we apply CAAG to three popular image
captioners (Att2all (2017), Up-Down (2018) and AoANet
(2019)), and our model achieves consistent improvements
over all metrics.

The major contributions of our paper can be summarized
as follows:

• We propose Context-Aware Auxiliary Guidance (CAAG)
mechanism that guides the captioning model to perceive
more complete semantics through taking advantage of
the future predicted information to enhance the ability of
model learning for image captioning.

• Our proposed method is generic so that it can enhance
existing reinforcement learning based image captioning
models and we show consistent improvements over three
typical attention based LSTM decoders by experiments.

• Our model outperforms many state-of-the-art methods on
the challenging Microsoft COCO dataset. More remark-
ably, CAAG improves CIDEr-D performance of a top-
down attention based LSTM decoder from 123.4% to
128.8% on Karpathy test split.

Related Work
In recent years, the literatures on image captioning have
grown rapidly, which can be divided into two categories:
bottom-up methods (Elliott and Keller 2013; Fang et al.
2015; Kuznetsova et al. 2012; Li et al. 2011; Mitchell et al.
2012) and top-down methods (Vinyals et al. 2015; You
et al. 2016; Lu et al. 2018; Wang, Schwing, and Lazebnik
2017; Yang et al. 2016). Top-down methods achieve state-
of-the-art performance, and they follow the encoder-decoder
framework (Vinyals et al. 2015) which employs a pre-trained
CNN to encode the input image into feature vectors and uti-
lizes a RNN to decode these vectors into captions. In this
section, we mainly introduce recent methods of this branch.
Attention mechanism (Chen et al. 2017; Lu et al. 2017) and
reinforcement learning algorithm have been proved to have
significant improvements on caption generation and have
been widely applied to top-down methods.

Attention Mechanism
Inspired by recent work in machine translation and object
detection, Kelvin Xu et al. (2015) first introduce soft and
hard attention mechanisms to focus on different salient re-
gions of an image at different time steps. Soft attention takes
the weighted average of value vectors as attention result,
while hard attention samples a value vector according to the
relevance weights. Anderson et al. (2018) take pre-trained
Faster R-CNN on Visual Genome dataset (Krishna et al.
2017) as a feature extractor to improve attentive models by
replacing the attention over a grid of features with attention
over image regions. Guo et al. (2019) design ruminant de-
coder to polish the raw caption generated by the base de-
coder to obtain a more comprehensive caption. Yao et al.
(2018) novelly integrate both semantic and spatial object re-
lationships into image encoder. Yu et al. (2019) present Pre-
dict Forward (PF) model that predicts the next two words in
one time step to embed more precise information into hid-
den states. Herdade et al. (2019) introduce the object relation
transformer for image captioning. Li et al. (2019) propose
EnTangled Attention (ETA) that enables the transformer to
exploit semantic and visual information simultaneously. Yao
et al. (2019) integrate hierarchical structure into image en-
coder. Huang et al. (2019) extend the traditional attention
mechanism by determining the relevance of attention results.

Reinforcement Learning
Recently, it has shown that reinforcement learning algo-
rithm can avoid the exposure bias (Ranzato et al. 2015)
problem and can directly optimize non-differentiable evalu-
ation metrics, such as BLEU (Papineni et al. 2002), ROUGE
(Lin 2004), METEOR (Banerjee and Lavie 2005), CIDEr
(Vedantam, Lawrence Zitnick, and Parikh 2015) and SPICE
(Anderson et al. 2016). Siqi Liu et al. (2017) directly opti-
mize SPIDEr (a linear combination of SPICE and CIDEr)
and use different Monte Carlo rollouts to get a better es-
timate of the value function. In (Chen et al. 2018), they
propose temporal difference method for image captioning
where each action at different time step has different impacts
on the model. Junlong Gao et al. (2019) extend to n-step
reformulated advantage function and use different kinds of
rollouts to estimate the state-action value function. In (Ren-
nie et al. 2017), they present self-critical sequence training
(SCST) algorithm that utilizes the output of greedy decoding
to normalize the reward it experiences rather than estimating
the reward signal. SCST has become the most popular train-
ing method, because it only needs one additional forward
propagation.

Architecture
Like most existing methods (Anderson et al. 2018; Liu et al.
2018; Qin et al. 2019), we utilize a pre-trained Faster R-
CNN on Visual Genome dataset to extract a variably-sized
set of k spatial features V = {v1,v2, · · · ,vk} for an input
image I , where vi ∈ RdI , and dI = 2048. The primary net-
work firstly generates a sentence Y1:T = {y1, y2, · · · , yT }
as the global contexts. CAAG performs semantic attention
based on the global contexts to guide the primary network
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Figure 2: The overall workflow of our proposed method. Firstly, we employ Faster R-CNN to extract spatial visual features of
salient regions. Secondly, the primary network generates a complete sentence (global contexts) based on the visual features.
Thirdly, we utilize CAAG to guide the primary network to perceive the global contexts.

learning. Figure 2 shows the architecture of CAAG and pri-
mary network. To explain the working mechanism of CAAG
clearly, we select the typical Up-Down model (Anderson
et al. 2018) as the primary network.

Primary Network
We employ the classic Up-Down captioner (Anderson et al.
2018) as our primary network, which utilizes adaptive at-
tention to dynamically attend to spatial features through an
attention LSTM (LSTM1) and a language LSTM (LSTM2).
At time step t, the input vector to LSTM1 consists of the em-
bedding xt of previous generated word, the previous hidden
state h2

t−1 of LSTM2 and the mean-pooled image feature
v̄ = 1

k

∑
i vi. Given the output h1

t of LSTM1, we calculate
a weighted average vector v̂t as follows:

v̂t =
k∑

i=1

αi,tvi (1)

where the normalized weight αi,t = fatt(vi,h
1
t ) for each

spatial feature vi is given by:

ui,t = wT
u tanh(Wvuvi +Whuh

1
t ) (2)

αt = softmax(ut) (3)

and Wvu, Whu, and wu are learned parameters of fatt,
αt = {α1,t, α2,t, · · · , αk,t}.

The input vector to LSTM2 consists of the attended spa-
tial feature v̂t, concatenated with the output h1

t of LSTM1.
Based on the output h2

t of LSTM2, the conditional distribu-
tion over the dictionary is given by:

p1t (yt+1|Y1:t) = softmax(Linear(h2
t )) (4)

where p1t denotes the output probability distribution of pri-
mary network and Y1:t denotes the partially generated sen-
tence.

Context-Aware Auxiliary Guidance
Given the global contexts Y1:T generated by primary net-
work. At time step t, based on the word embedding Yemb =
{x1,x2, · · · ,xT } of Y1:T and the hidden state h2

t , CAAG
performs following semantic attention to generate a contex-
tual vector ct.

βi,t = f2att(xi,h
2
t ) (5)

ct =
T∑

i=1

βi,txi (6)

where f2att is the attention function and βi,t is the normal-
ized attention weight. Note that the target word yt+1 is
masked inside the semantic attention mechanism to be “self-
unknown” during the training stage.

The input vector to LSTM3 consists of the contextual vec-
tor ct, concatenated with the output h2

t of LSTM2. Based
on the output h3

t of LSTM3, the conditional distribution is
given by:

p2t (yt+1|Y1:T ) = softmax(Linear(h3
t )) (7)

where p2t denotes the output probability distribution of aux-
iliary network. In the inference phase, we jointly apply the
output probability distributions p1t and p2t to generate the
captions. The final probability distribution is given by:

pt = p1t + λp2t (8)

where λ is a trade-off coefficient.

Objectives
In this section, we will introduce the objective functions of
primary network and CAAG respectively.
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Objective of Primary Network
Given the ground truth sentence Y ∗

1:T and the parameters θp
of primary network, we pre-train the model by minimizing
the following cross entropy loss:

LC(θp) = −
T−1∑
t=0

log(p1t (y∗t+1|Y ∗
1:t)) (9)

To address the exposure bias problem of the cross en-
tropy loss, we consider image captioning as a sequential de-
cision making problem. Specifically, the primary network
can be viewed as an “agent” which interacts with exter-
nal “environment” (input tokens, spatial features). The “ac-
tion” is the prediction of the next word through “policy”
p1t . The “state” can be simply viewed as the current hidden
state h2

t of LSTM2. After generating the whole sentence
Y1:T = {y1, y2, ..., yT }, the “agent” observes a “reward”
r, i.e. a language evaluation metric score (CIDEr, BLEU,
SPICE, etc.) computed between Y1:T and corresponding
ground truth captions. The “goal” of the agent is to maxi-
mize the following expected reward:

LR(θp) = EY1:T∼p1 [r(Y1:T )] (10)

Following the REINFORCE algorithm (Williams 1992),
the expected gradient can be approximated using a single
Monte-Carlo sample Y1:T ∼ p1:

∂LR(θp)

∂θp
≈

T−1∑
t=0

At
∂ log p1t (yt+1|Y1:t)

∂θp
(11)

where At = r(Y1:t) − b is called advantage function and b
denotes the baseline function that can reduce the variance of
the gradient estimate without changing its expectation.

Objective of CAAG
Given the sentence Y1:T generated by primary network and
the parameters θa of CAAG, we maximize the following ob-
jective function:

LS(θa) =
T−1∑
t=0

log(p2t (yt+1|Y1:T ))At (12)

where At increases the probability of the samples with
higher reward than greedy decoding and suppresses samples
with lower reward.

During the training phase, the parameters of the primary
network and CAAG are trained simultaneously, i.e. we max-
imize the following objective function:

L(θp,θa) = LR(θp) + γLS(θa) (13)

Experiments
In this section, we first describe the datasets and settings of
our experiments. Then, we go through the quantitative anal-
ysis and ablation studies. Finally, we introduce the qualita-
tive analysis and human evaluation.

Datasets and Settings
Visual Genome Dataset Visual Genome dataset (Krishna
et al. 2017) contains 108,077 images, 3.8 million object in-
stances, 2.8 million attributes, and 2.3 million pairwise rela-
tionships between objects. Every image includes an average
of 42 regions with a bounding box and a descriptive phrase.
In this paper, we employ Faster R-CNN pre-trained (Ander-
son et al. 2018) on Visual Genome dataset, which is split
with 98K / 5K / 5K images for training/validation/testing,
to extract spatial features. Notice that only the object and
attribute data are used during pre-training.

Microsoft COCO Dataset We evaluate our proposed
method on the Microsoft COCO (MSCOCO) 2014 captions
dataset (Lin et al. 2014). MSCOCO contains totally 164,062
images and is split with 2:1:1 for training, validation and
testing. Each image in MSCOCO is given at least 5 ground
truth captions by different AMT workers. For hyperparam-
eters selection and offline evaluation, we use the publicly
available Karpathy split1 which contains 113,287 training
images, and 5K images respectively for validation and test-
ing. For online evaluation on the MSCOCO test server, we
add the 5K testing set into the training set to form a larger
training set (118,287 images). We truncate all the sentences
in training set to ensure that any sentence does not exceed
16 characters. We follow standard practice and perform only
minimal text pre-processing (Anderson et al. 2018): tokeniz-
ing on white space, converting all sentences to lower case,
and filtering words that occurs less than five times, resulting
in a vocabulary of 10,096 words.

Evaluation Metrics To evaluate the quality of the gener-
ated captions, we use MSCOCO caption evaluation tool2 to
calculate standard evaluation metrics, including BLEU (Pa-
pineni et al. 2002), METEOR (Banerjee and Lavie 2005),
ROUGE (Lin 2004), CIDEr (Vedantam, Lawrence Zitnick,
and Parikh 2015) and SPICE (Anderson et al. 2016).

Implementation Details We employ Up-Down captioner
as our primary network, so we use the same hyperparameters
proposed in (Anderson et al. 2018) for fair comparison. The
Faster R-CNN implementation uses an IoU threshold of 0.7
for region proposal suppression, 0.3 for object class suppres-
sion, and a class detection confidence threshold of 0.2 for se-
lecting salient image regions. For captioning model, we set
the dimension of hidden states in both LSTMs to 1000, the
number of hidden units in all attention layers to 512, and the
dimension of input word embedding to 1000. The trade-off
coefficient in Eq. 8 is set to 0.5 and the batch size is 64. We
use beam search with a beam size of 3 to generate captions
when validating and testing. We employ ADAM optimizer
with an initial learning rate of 5e−4, and momentum of 0.9
and 0.999. We evaluate the model on the validation set at ev-
ery epoch and select the model with highest CIDEr score as
the initialization for reinforcement learning. For self-critical
learning, we select CIDEr score as our reward function. The
learning rate starts from 5e−5 and decays by rate 0.1 every
50 epochs.

1https://github.com/karpathy/neuraltalk
2https://github.com/tylin/coco-caption
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Models BLEU-1 BLEU-2 BLEU-3 BLEU-4 METEOR ROUGE-L CIDEr-D

c5 c40 c5 c40 c5 c40 c5 c40 c5 c40 c5 c40 c5 c40
Google NIC (2015) 71.3 89.5 54.2 80.2 40.7 69.4 30.9 58.7 25.4 34.6 53.0 68.2 94.3 94.6
SCST (2017) 78.1 93.7 61.9 86.0 47.0 75.9 35.2 64.5 27.0 35.5 56.3 70.7 114.7 116.7
Up-Down (2018) 80.2 95.2 64.2 88.8 49.1 79.4 36.9 68.5 27.6 36.7 57.1 72.4 117.9 120.5
CAVP (2018) 80.1 94.9 64.7 88.8 50.0 79.7 37.9 69.0 28.1 37.0 58.2 73.1 121.6 123.8
GCN-LSTM (2018) 80.8 95.9 65.5 89.3 50.8 80.3 38.7 69.7 28.5 37.6 58.5 73.4 125.3 126.5
ETA (2019) 81.2 95.0 65.5 89.0 50.9 80.4 38.9 70.2 28.6 38.0 58.6 73.9 122.1 124.4
SGAE (2019) 81.0 95.3 65.6 89.5 50.7 80.4 38.5 69.7 28.2 37.2 58.6 73.6 123.8 126.5
AoANet (2019) 81.0 95.0 65.8 89.6 51.4 81.3 39.4 71.2 29.1 38.5 58.9 74.5 126.9 129.6
GCN+HIP (2019) 81.6 95.9 66.2 90.4 51.5 81.6 39.3 71.0 28.8 38.1 59.0 74.1 127.9 130.2
Ours 81.1 95.7 66.4 90.5 51.7 82.3 39.6 72.0 29.2 38.6 59.2 74.7 128.3 130.7

Table 1: Leaderboard of the published state-of-the-art image captioning models on the official online MSCOCO evaluation
server. Notice that CIDEr-D is the most important metric which shows high agreement with consensus as assessed by humans.
All results are reported in percentage (%), with the highest score of each entry marked in boldface.

Models B-4 M R C S
SCST(Att2all) (2017) 34.2 26.7 55.7 114.0 –
Up-Down (2018) 36.3 27.7 56.9 120.1 21.4
CAVP (2018) 38.6 28.3 58.5 126.3 21.6
GCN-LSTM (2018) 38.3 28.6 58.5 128.7 22.1
LBPF (2019) 38.3 28.5 58.4 127.6 22.0
SGAE (2019) 38.4 28.4 58.6 127.8 22.1
GCN+HIP (2019) 39.1 28.9 59.2 130.6 22.3
ETA (2019) 39.3 28.8 58.9 126.6 22.7
AoANet (2019) 39.1 29.2 58.8 129.8 22.4
Att2all+CAAG 36.7 27.9 57.1 121.7 21.4
Up-Down+CAAG 38.4 28.6 58.6 128.8 22.1
AoANet+CAAG 39.4 29.5 59.2 132.2 22.8

Table 2: Performance comparisons of various methods on
MSCOCO Karpathy split. The best results for each metric
are marked in boldface separately. The metrics: B-4, M, R,
C, and S denote BLEU-4, METEOR, ROUGE-L, CIDEr-D,
SPICE respectively.

Compared Methods Although there are various image
captioning approaches in recent years, for fair compari-
son, we only compare our method with some reinforcement
learning based methods. To be specific, we compare our
method with the following state-of-the-arts: SCST(Att2all)
(Rennie et al. 2017), Up-Down (Anderson et al. 2018),
CAVP (Liu et al. 2018), GCN-LSTM (Yao et al. 2018),
LBPF (Qin et al. 2019), SGAE (Yang et al. 2019),
GCN+HIP (Yao et al. 2019), ETA (Li et al. 2019) and
AoANet (Huang et al. 2019). SCST and Up-Down are
two baselines where the self-critical reward and the fine-
grained spatial features are used. CAVP allows the previ-
ous visual features to serve as visual context for current de-
cision. GCN-LSTM novelly integrates both semantic and
spatial object relationships into image encoder. LBPF pro-
poses Look-Back (LB) part to embed visual information
from the past and Predict Forward (PF) part to look into fu-
ture. SGAE uses the scene graph to represent the complex
structural layout of both image and sentence. GCN+HIP
integrates hierarchical structure into image encoder to en-
hance the instance-level, region-level and image-level fea-

Models B-4 M R C S
Base 36.9 28.0 57.5 123.4 21.5
+RD (2019) 37.8 28.2 57.9 125.3 21.7
+CAAG-P 38.1 28.4 58.4 126.7 21.7
+CAAG-C 38.2 28.5 58.4 127.2 21.8
+CAAG-H 38.3 28.5 58.5 127.5 22.0
+CAAG 38.4 28.6 58.6 128.8 22.1

Table 3: Settings and results of ablation studies on
MSCOCO Karpathy split.

tures. ETA introduces EnTangled Attention to exploit se-
mantic and visual information simultaneously and Gated Bi-
lateral Controller to guide the interactions between the mul-
timodal information. AoANet extends the conventional at-
tention mechanisms to determine the relevance between at-
tention results and queries.

Quantitative Analysis
Offline Evaluation The performance comparisons on Mi-
crosoft COCO Karpathy split are shown in Table 2. To val-
idate the generality and adaptability of our method, we im-
plement CAAG over three popular image captioning mod-
els: Att2all (2017), Up-Down (2018) and AoANet (2019).
As is shown in Table 2, the results indicate that our pro-
posed method has a wide range of applicability to different
image captioners. To be detailed, CAAG respectively makes
the absolute improvement over the baselines by 7.7%, 8.7%
and 2.4% in terms of CIDEr-D. Compared with the models
(CAVP, GCN-LSTM, LBPF and SGAE) that directly extend
Up-Down captioner, our Up-Down with CAAG achieves
highest CIDEr-D score, which demonstrates the superiority
of our method. Notice that LBPF proposes PF module to
look ahead one step, and our method outperforms it over all
metrics because CAAG can capture more powerful global
contexts. When applying CAAG to AoANet, we outperform
all the state-of-the-art methods (including transformer based
ETA) across all evaluation metrics, and we obtain BLEU-4 /
METEOR / ROUGE-L / CIDEr-D / SPICE scores of 39.4 /
29.5 / 59.2 / 132.2 / 22.8.
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Up-Down a plate of food on a table
with a table.

a kitchen with a stove and a
refrigerator.

CAAG-P a plate of food on a table with
a fork on it.

a kitchen with a stove and a
microwave.

CAAG a plate of food on a table with
a sandwitch and a fork.

a kitchen with a stove and a
microwave on a table.

Up-Down a group of people standing in
a box of pizza.

a man is jumping in the air
with a dog.

CAAG-P a group of people standing
around a table.

a man jumping in the air
with a frisbee.

CAAG a group of people standing
around a table with food.

a man jumping in the air to
catch a frisbee.

Table 4: This table shows some examples generated by our
methods respectively. The wrong phrases and fine-grained
information are bold and italicized separately.

Online Evaluation We also submit the run of
AoANet+CAAG optimized with CIDEr-D reward to
the official online testing server3. The performance leader-
board on official testing dataset with 5 reference captions
(c5) and 40 reference captions (c40) is shown in Table
1. Our results are evaluated by an ensemble of 4 models
trained on the Karpathy split for fair comparison. From
the results shown in the table, GCN+HIP achieves better
performance on BLEU-1 which is of little interest in recent
years. Except for BLEU-1, our method outperforms all
the state-of-the-art methods. For example, we achieve the
highest score of 130.7 on the most important CIDEr-D
(c40) metric which shows high agreement with consensus
as assessed by humans.

Ablation Studies
Ablative Models We extensively explored different struc-
tures and settings of our method to gain insights about
how and why it works. We selected Up-Down (Anderson
et al. 2018) captioner as the base model for ablation studies.
Based on Up-Down, we devised the following variant mod-
els of CAAG: (1) CAAG-P only uses the enhanced primary
network for inferencing. (2) CAAG-C replaces the objective
function of CAAG with cross entropy, i.e. At in Eq. (12) is
a constant. (3) CAAG-H replaces soft attention of CAAG
with hard attention (Xu et al. 2015). We also compare our
models with Ruminant Decoding (Guo et al. 2019) that also
considers a two-stage decoding mechanism.

Analysis Table 3 shows the ablative results under our ex-
perimental settings. In general, all variant models of CAAG

3https://competitions.codalab.org/competitions/3221

Figure 3: An example of sematic attention weights visual-
ization. The future generated token ‘bike’ which has highest
weight when predicting the target token ‘riding’.

Figure 4: Results of human evaluation on 500 images ran-
domly sampled from MSCOCO Karpathy test split. Each
color indicates the percentage of workers who considers the
capions generated by the corresponding model is more pre-
cise. And the gray color indicates that the two models are
comparative.

can significantly improve the base model, and can also out-
perform Base+RD model. From the table, we also find the
following observations:
• Without using CAAG in the inference phase, the base

model still be improved by 3.3 percent on CIDEr-D met-
ric, which further verifies the effectiveness of our method.

• CAAG and CAAG-H have better performance than
CAAG-C because the advantage function can encourage
correct generation and suppress bad samples.

• CAAG is better than CAAG-H, which demonstrates that
soft attention is able to capture more useful information
from the global contexts compared with hard attention.

Qualitative Analysis
Qualitative Examples To validate the benefits of our
proposed method, we conduct qualitative analysis over
the image / caption pairs generated by Up-Down, Up-
Down+CAAG-P and Up-Down+CAAG respectively. Table
4 provides some representative examples for comparisons.
In general, the captions generated by ours are better than
base model. The two cases appearing above the table in-
dicate that captions generated by Up-Down captioner are
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A group of children standing on

a tennis racket .

a tennis court .

(a) Up-Down: A group of children standing on a tennis racket.

(b) Ours: A group of children standing on a tennis court.

A group of children standing on

Figure 5: Visualization of visual attention weights when generating image captions by Up-Down and our Up-Down+CAAG.

less descriptive or incorrect to some degree, e.g. “with a ta-
ble” and “refrigerator”, while our methods can generate cap-
tions with more precise information such as “fork” and “mi-
crowave”. The left case appearing below suggests that the
combination of primary network and CAAG can generate
captions with more fine-grained information in the image,
e.g. “food” and “vegetables”. The last one shows a failure
case, in which we predict a wrong action “jumping” for the
“man”. This indicates that more precise understanding of the
image could alleviate such problem in the future.

Attention Visualization Figure 3 provides an example
to gain insights about how our CAAG takes advantage of
global contexts. As shown in the figure, we visualize the
semantic attention weights βi,t from Eq. (5) to see which
token in the global predictions (y-axis) is attended when re-
producing the target word (x-axis) at every time step. Each
column of the matrix in the plot indicates the weights associ-
ated with the annotations. The white pixel means the weight
of target token is zero. From the figure we can see that the fu-
ture generated token “bike” which has highest probability is
focused on when predicting the token “riding”. In this way,
CAAG can take advantage of future predictions to guide the
captioning model to learn more complete semantics during
training. Figure 5 gives an example of visualizing the vi-
sual attention weights for Up-Down and Up-Down+CAAG.
From this figure we can find that our method with context-
aware auxiliary guidance can attend to correct image re-
gions when generating captions. In the example, the region
of “racket” is attended by Up-Down model when generat-
ing the caption fragment “A group of childern standing on
a tennis”, which is inconsistent with image content. On the

contrary, our method can attend to correct regions and gen-
erate more precise caption.

Human Evaluation
As the automatic evaluation metrics (e.g. BLEU and CIDEr-
D) do not necessarily consistent with human judgment, we
additionally conduct a user study to evaluate our methods
against three baselines, i.e. Att2all, Up-Down and AoANet.
We randomly sampled 500 images from Karpathy test split
and invited 10 different workers who have prior experience
with image captioning for human evaluation. We showed
them two captions generated by base and base+CAAG mod-
els and asked them which one is more descriptive. The re-
sults of the comparisons on three different baselines are
shown in Figure 4. From these pie charts, we can observe
that when CAAG is used, the proportion of generated cap-
tions that are more descriptive is much higher than that of
the baseline model.

Conclusion
In this paper, we propose Context-Aware Auxiliary Guid-
ance (CAAG) mechanism to guide the captioning model
(primary network) to learn complete semantics through re-
producing the current generation based on the global con-
texts. As far as we know, CAAG is the first to take advan-
tage of the global predictions in the process of caption gen-
eration. To validate the generality and adaptability of our
proposed method, we employ CAAG to improve three pop-
ular attention based LSTM image captioners. Our model
achieves competitive performance on the challenging Mi-
crosoft COCO image captioning benchmark.
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