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Abstract

We present a novel deep learning model equipped with a new
region-aware global context modeling technique for automat-
ic nerve segmentation from ultrasound images, which is a
challenging task due to (1) the large variation and blurred
boundaries of targets, (2) the large amount of speckle noise in
ultrasound images, and (3) the inherent real-time requiremen-
t of this task. It is essential to efficiently capture long-range
dependencies by global context modeling for a segmenta-
tion network to overcome these challenges. Traditional glob-
al context modeling techniques usually explore pixel-aware
correlations to establish long-range dependencies, which are
usually computation-intensive and greatly degrade time per-
formance. In addition, in this application, pixel-aware model-
ing may inevitably introduce much speckle noise in the com-
putation and potentially degrade segmentation performance.
In this paper, we propose a novel region-aware modeling
technique to establish long-range dependencies based on dif-
ferent regions to improve segmentation accuracy while main-
taining real-time performance; we call it region-aware pyra-
mid aggregation (RPA) module. In order to adaptively divide
the feature maps into a set of semantic-independent region-
s, we develop an attention mechanism and integrate it into
the spatial pyramid network to evaluate the semantic similar-
ity of different regions. We further develop an adaptive pyra-
mid fusion (APF) module to dynamically fuse the multi-level
features generated from the decoder to refining the segmenta-
tion results. We conducted extensive experiments on a famous
public ultrasound nerve image segmentation dataset. Experi-
mental results demonstrate that our method consistently out-
performs our rivals in terms of segmentation accuracy. The
code is available at https://github.com/jsonliu-szu/RAGCM.

Introduction
Surgery not only brings discomfort to the patient but also
often causes severe post-surgical pain. Currently, the most
commonly undertaken solution in clinical practice is to use
anesthetics to relieve patient pain, which, however, may
bring a bevy of undesirable side effects. Accurate nerve seg-
mentation based on ultrasound images is a key step in in-
serting an indwelling catheter, which can greatly reduce de-
pendence on anesthetics and speed up patient recovery (Ba-
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by and Jereesh 2017). Traditional ultrasound nerve segmen-
tation relies on manual annotation by experienced doctors,
which is tedious, time-consuming and subjective. To the end,
automatic segmentation approaches are highly demanded in
clinical practice. However, automatic nerve segmentation re-
mains a very challenging task due to (1) the large variation
and blurred boundaries of targets, (2) the large amount of
speckle noise in ultrasound images, and (3) the inherent real-
time requirement of this task.

In last decade, despite convolutional neural networks (C-
NNs) have achieve remarkable success in medical image
segmentation, most of them are limited by local receptive
fields, which are incapable of tackling large variation and
blurred boundaries of targeting objects. To extract richer
contextual information, several approaches employ multi-
scale context fusion to capture long-range dependencies
have been proposed, such as large-size filters (Szegedy et al.
2015), dilated convolution (Chen et al. 2018), pyramid pool-
ing (Zhao et al. 2017), etc. However, recent studies (Luo
et al. 2016) show that the effective receptive field of most of
these networks is much smaller than theoretical. Recently,
attention mechanism (Vaswani et al. 2017) has been widely
investigated to capture long-range dependencies and many
networks based on it have been proposed (Wang et al. 2018;
Fu et al. 2019) to improve segmentation accuracy. Howev-
er, most of these networks employ pixel-wise modeling to
establish long-range correlation and use all positions to fig-
ure out the attention map (Li et al. 2019; Huang et al. 2019),
which usually has high computation complexity and occu-
pies a huge amount of memory in GPUs. In addition, studies
reported in (Cao et al. 2019) show that, on the one hand,
for different query positions in an image, the global con-
text modeled by the non-local networks is almost the same.
On the other hand, more redundant features will inevitably
introduce more irrelevant noisy interference to degrade the
segmentation performance, which is in particular severe for
ultrasound images full of speckle noise.

In this paper, we present a novel deep learning model
equipped with a new region-aware global context model-
ing technique in order to improve the segmentation accura-
cy while maintaining real-time performance. The proposed
region-aware modeling technique is able to establish long-
range dependencies based on a set of semantic regions in-
stead of every pixel, and hence greatly reduce computation-
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Figure 1: The overall architecture. RPA module can effectively distinguish the target regions from the blur background areas
based on a novel region-level attention mechanism. APF module is used to dynamically fuse the multi-level feature maps from
different layers and adaptively optimize the segmentation result.

al costs; we call it region-aware pyramid aggregation (RPA)
module. In order to adaptively divide the feature maps in-
to a set of regions, we develop an attention mechanism and
integrate it into the spatial pyramid network to evaluate the
semantic similarity of different regions. We further develop
an adaptive pyramid fusion (APF) module to dynamically
fuse the multi-level features to refining the segmentation re-
sults. We conducted extensive experiments on a famous pub-
lic ultrasound nerve image segmentation dataset and exper-
imental results demonstrate that our method achieves much
better performance than our state-of-the-art rivals. Our main
contributions can be summarized as follows:

• We propose a novel network for automatic nerve segmen-
tation from ultrasound images and set state-of-the-art per-
formance on a famous dataset.

• We propose a new region-aware global context modeling
technique to establish long-range dependencies without
compromising time performance and introducing much
background noise in the fused feature maps; the proposed
technique is general enough to be used to handle noisy
images, such as ultrasound images, in real-time applica-
tions, such as many ultrasound-guided interventions.

Related Work
Nerve segmentation from Ultrasound Images A lot of
effort has been dedicated to addressing the challenges of n-
erve segmentation from ultrasound images. In an early study,
Hadjerci et al. (Hadjerci et al. 2016) employed a machine
learning-based framework via hand-crafted features to han-
dle this task. Kakade et al. (Kakade and Dumbali 2018) pro-
posed a linear gabor binary pattern to pre-process ultrasound
images and fed them into an ANN for detection and seg-
mentation. Recently, CNN-based methods have been devel-
oped to improve segmentation accuracy. For example, Liu et
al. (Liu et al. 2018) proposed a segmentation network based
on a well-established DNN and employed a discriminator
network to assess the segmentation quality to guide the seg-
mentation network towards a better performance. However,
most of these previous works do not take global contextu-

al information into consideration to improve discrimination
capability and exclude background noises.

Global Context Modeling It is evident that global multi-
scale context modeling is beneficial to improve segmenta-
tion accuracy of deep networks. ParseNet (Liu, Rabinovich,
and Berg 2015) first employed the global average pooling
(GAP) operation to augment the features at each location
for semantic segmentation. To exploit the global contextu-
al information, PSPNet (Zhao et al. 2017) further extend-
ed it to the spatial pyramid pooling. For the same purpose,
Deeplab (Chen et al. 2016) proposed an atrous spatial pyra-
mid pooling module to capture the contextual information at
multiple scales. After that, by combining the residual multi-
kernel pooling (RMP) block and the dense atrous convolu-
tion (DAC) block, CE-Net (Gu et al. 2019) further captured
more advanced semantic information while retaining spatial
information. However, the local receptive field of traditional
CNNs limited them from capturing more powerful correla-
tions in a global perspective. Also, NLNet (Wang et al. 2018)
also proposed to tackle this problem by pixel-wise modeling,
but these approaches are time-consuming and computation-
intensive, and hence not applicable in real-time applications.
In addition, pixel-wise modeling techniques (Fu et al. 2019;
Hou et al. 2020) may inevitably introduce more background
noise in feature maps, making them not suitable for ultra-
sound image processing.

Method
Network Architecture
The Network architectureis illustrated in Figure 1, where
two novel components are equipped to the well-validated
encoder-decoder architecture (Ronneberger, Fischer, and
Brox 2015), including RPA module and APF module. To
achieve a compact yet precise structure, we adopt a pre-
trained ResNet-34 (He et al. 2016) network as backbone,
where both average pooling layer and the fully connect-
ed layer are removed. To capture multi-scale contextual
information, we propose an RPA module by utilizing the
self-attention mechanism to encode the region-wise features
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Figure 2: Our RPA module. Given the input feature map, we first generate three different regional feature maps based on three
different-size pooling kernels. Self-attention encoding is then used to establish long-range dependence for each regional feature
map. After pyramid aggregation of multiple branch regional features, we can obtain the output feature, which enhances the
feature discrimination with regional-based long-range dependencies.

based on the pyramid pool sampling strategy, which also
obtains more discriminative regional features. On the other
hand, to achieve more effective multi-level pyramid feature
fusion, we further introduce an APF module to dynamically
select and fuse the dominant output features based on an ef-
ficiency channel attention mechanism. Finally, more refined
segmentation results can be generated based on the more dis-
criminative features extracted from the APF module.

Region-aware Pyramid Aggregation Module
To overcome the challenges of scale variations and a large
amount of speckle noise, we need effectively capture long-
range dependencies by global context modeling. Unfortu-
nately, existing global context modeling techniques usually
explore pixel-aware correlations to establish long-range de-
pendencies, which are not only computation-intensive but
also inevitably introducing more speckle noises to potential-
ly degrade the segmentation accuracy. In this paper, inspired
by the self-attention mechanism (Vaswani et al. 2017), we
propose a region-aware pyramid aggregation (RPA) mod-
ule to establish the long-distance dependence via a more ef-
fective regional contextual modeling. Specifically, our RPA
module is implemented as following three steps.

Regional Context Extraction Given an input feature map
X ∈ RC×H×W extracted in the top layer of our encoder, we
first employ three adaptive average pooling with different
kernel sizes (3×3, 7×7, and 11×11,) to generate three dif-
ferent regional feature maps X1 ∈ RC×3×3, X2 ∈ RC×7×7,
and X3 ∈ RC×11×11 respectively, where H , W , and C
are the height, width, and the channel number of the fea-
ture map. To align above three regional feature maps to a
uniform dimension, three different transformation function-
s followed by a upsampling operation are learned to restore
Xi to the same spatial resolution as the original input feature
map, which can be written as

X′i = Up(ψ(Xi, θi)) (1)

where X′i ∈ RC
r ×H×W , i = 1, 2, 3. Up(·) denotes the bi-

linear upsampling. ψ(·) is a projection function implement-
ed by a 1 × 1 convolution followed by a ReLU activation
function. θi is the relevant learnable parameter of ψ(·). r is
the dimension reduction ratio. In our experiments, we set r
to 4.

Self-attention Encoding To further enhance the region-
al feature representation, we also introduce a self-attention
mechanism to establish long-range dependence for each re-
gional feature map. Firstly, we utilize two 1×1 convolutions
to squeeze the regional feature maps respectively. To satisfy
the following self-attention multiplication, the dimensions
of squeezed feature maps are also reshaped as following,
Γi = Reshape(ξ(X′i, ϑi)),Φi = Reshape(ϕ(X′i, µi))

(2)
where ξ(·) and ϕ(·) are two 1× 1 convolutions. {Γi,Φi|i =
1, 2, 3} ∈ RC

4 ×(H×W ). ϑi and µi are the related parameters.
Therefore, we can perform a self-attention matrix multipli-
cation operation on Γi and Φi to obtain a regional attention
map Πi, written as

Πi = ΓT
i ×Φi (3)

where {Πi|i = 1, 2, 3} ∈ R(H×W )×(H×W ). We also use a
softmax operation to produce the corresponding weighting
map for each regional feature, which can be expressed by
the following,

Ω(i,j) =
eZ(i,j)∑k
j=1e

Z(i,j)

(4)

where j is one pixel of the ith regional feature map, and k
is the number of channels in the regional attention map. Fi-
nally, based on a matrix multiplication between the X and
Ωi, we can finally obtain a regional feature Si encoding rich
regional contextual information, written as.

Si = δ(X, η)×Ωi (5)
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Figure 3: Our APF module. Based on the global average
pooling followed by an efficient channel attention mechanis-
m, we achieve a more effective feature fusion by adaptively
reweighting multi-level output feature maps, which enables
us to obtain a more refined dense prediction.

where Si ∈ RC
4 ×(H×W ). δ(·) denotes a 1 × 1 convolution

and η is the relevant learnable parameter.

Pyramid Aggregation Given the representative regional
features, we can fuse them to capture different contextu-
al information. Different from establishing long-range de-
pendencies based on pixel-aware correlations, our regional-
based method also obtains a better anti-noise ability. For an
efficient pyramid aggregation, we also reshape each Si to
RC×H×W as the same dimension with the original feature
map X . By concatenating all regional features and the orig-
inal feature map X, we can obtain the final output features
E as follow,

E = CONCAT(X,S1,S2,S3) (6)

where S1, S2, and S3 are the three extracted regional fea-
tures. After pyramid aggregation of multiple branch re-
gional features, we enhance the feature discrimination with
regional-based long-range dependencies, which can improve
the accuracy of ultrasound nerve segmentation.

Adaptive Pyramid Fusion Module
Based on the high-level feature maps extracted in our RPA
enhanced encoder, we can further leverage a decoder net-
work to restore a dense prediction with the same spatial res-
olution as the input image. Although skip connections are
widely used to obtain better precise locations, some spa-
tial detailed information may still be lost, which eventual-
ly makes a misleading for the following denser prediction
in the decoder. Because ultrasound images usually have a
large amount of speckle noises, above misleading problem
of detailed location information lost in the skip connection-
s can severely affect the accuracy of our ultrasound nerve
segmentation. To address above problem, multi-level fea-
ture fusion strategies (Lin et al. 2017; Xie et al. 2020) were
applied and verified to be effective in improving segmenta-
tion performance. However, due to the semantic gaps exist-
ing among output feature layers, traditional indiscriminate
feature fusion (Zhang et al. 2018b) based on a simple con-
catenation and element-wise summation still cannot obtain a
satisfied segmentation accuracy, especially for a much more
challenging ultrasound nerve segmentation.

Inspired by (Wang et al. 2019), to achieve a more effec-
tive output feature fusion in our decoder, we further design
an adaptive pyramid fusion (APF) module to address this is-
sue. Given pyramid feature maps Di ∈ RCi×Hi×Wi from

the decoder, we upsample and align them to the same di-
mension of RC×H×W , where i ∈ {0, 1, 2}, H , W and C
are the height, width and channel number. By concatenating
the three feature maps, we can obtain a larger feature map
F, which is also fed into a 1 × 1 convolutional function ψ
for channel dimension reduction as following,

F = ψ(CONCAT(UP(D1),UP(D2),UP(D3)) (7)

where F ∈ RC×H×W . Up(·) denotes the bilinear upsam-
pling. Moreover, we further employ an efficient channel at-
tention mechanism to explicitly model the contextual rela-
tionship among channels, which can be expressed as follow-
ing,

Y = F⊕ (F⊗ δ(f(g(F), w))) (8)

where g(X) = 1
N

∑H
p=1

∑W
q=1 X(p,q) is the channel-wise

global average pooling for context modeling. N = H ×W
is the total number of pixels. f(·) denotes the transforma-
tion to capture channel-wise dependencies, where w is the
relevant parameters. Here, the transformation is implement-
ed by two 1D convolutions. δ(·) is a Sigmoid function to
generate channel attention weighting maps. After applying
an element-wise multiplication to reweight the F, we can fi-
nally obtain a more refined dense prediction Y based on a
broadcast element-wise addition.

Loss Function
By checking each pixel one by one and comparing the pre-
dicted result for each pixel category with a label vector, cross
entropy loss becomes the most commonly used loss function
for image semantic segmentation tasks. As our segmentation
result has only two classes, we can employ a binary entropy
loss as a major component in our loss function,

Lbce =
1

N
×

N∑
i=1

(−yi · log (xi)− (1− yi) log (1− xi))

(9)
where N is the total pixel numbers. xi ∈ [0, 1] and yi ∈
{0, 1} denotes the predicted probability and ground truth la-
bel respectively. Considering that the distributions of nerve
and other tissues in our segmentation result can be very ir-
regular, to minimize the bias, we also use a Dice loss (Mil-
letari, Navab, and Ahmadi 2016) as a complementary com-
ponent in our loss function,

Ldice = 1−
2
∑N

i=1 pigi∑N
i=1 p

2
i +

∑N
i=1 g

2
i

(10)

where N is the total pixel numbers. pi ∈ [0, 1] and gi ∈
{0, 1} denotes the predicted probability and the correspond-
ing ground truth respectively.

Finally, we obtain an overall loss function Ltotal with
three elements, including a binary cross entropy loss Lbce,
a Dice loss Ldice, and a L2 regularization term as following,

Ltotal = Lbce + Ldice +
λ

2
‖ω‖22 (11)

where ω represents the network parameters, and λ is the de-
cay rate. In our experiment, we set λ = 0.001.
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Experiments
Dataset and Evaluation Metric
To evaluate the effectiveness of our proposed method, we
conducted the experiments on the Kaggle ultrasound nerve
segmentation challenge 1. This dataset is consists of 11143
ultrasound images with a resolution of 580×420, which are
manually annotated by clinical experts to generate mask im-
ages. Among the 11143 samples, 4508 and 1127 images are
used for training and validation respectively, while the rest
images are used for testing. To avoid overfitting and improve
the generalization of our model, we also perform 4 kinds of
data augmentations to enlarge the numbers of the images,
including horizontal flipping, vertical flipping, diagonal flip-
ping, and a random rotation with a degree of [-15, 15]. All
images are resized to a uniform resolution of 512 × 512 as
the input for model training. In order to sufficiently demon-
strate the effectiveness of our method, we utilized the offi-
cial defined training set to train our models and evaluate on
the validation set. Meanwhile, the leaderboard score of our
method is also collected in the website of Kaggle ultrasound
nerve segmentation challenge.

This competition is evaluated on the mean Dice coeffi-
cient (DC), which is calculated by comparing the pixel-wise
agreement between a predicted segmentation and its corre-
sponding ground truth. The leaderboard score in challenge
websiet is the mean of the DC for each image in the test set.
In addition, to comprehensively compare the performance of
ultrasound nerve segmentation, we also employed other four
additional evaluation metrics in our experiments, including
Accuracy (AC), Sensitivity (SE), Specificity (SP) and Area
Under the Curve (AUC).

Implementation Detail
We implemented our network by Pytorch (Paszke et al.
2017) on a 1 NVIDIA GeForce RTX 2080TI (11GB mem-
ory). In our experiments, we used ResNet-34 as our back-
bone, which is pre-trained on ImageNet (Russakovsky et al.
2015). During the training process, our initial learning rate
is 0.0001. To obtain a more smooth convergence curve, our
learning rate is also multiplied by

(
1− iter

total

)power
with

power = 0.9 after each iteration (Krogh and Hertz 1991).
To speedup the network convergence, we also employed the
Adam algorithm to optimize the training process. Consider-
ing that almost half of the images are background images,
we also applied each mini-batch (batch size = 8) with a ra-
tio of 1:1 of negative samples to positive samples to train
our model. Our model can be converged after 70 epoches
in our experiments. In addition, we also adopt the test time
augmentation (TTA) (Dai et al. 2016; Zhang et al. 2018a) to
improve model performance and reduce generalization error
when testing all model.

Ablation Studies
To justify the advantages of our proposed method, we con-
ducted the following ablation studies on Kaggle ultrasound
nerve validation set to evaluate the effectiveness of RPA and

1https://www.kaggle.com/c/ultrasound-nerve-segmentation

Figure 4: Visual comparison of our ablation studies. (a) In-
put image. (b) Ground truth. (c) Baseline. (d) Baseline+RPA.
(e) Baseline+APF. (f) Ours (Baseline + RPA + APF). Green
and red pixels indicate the predictions and ground truth re-
spectively. Yellow pixels represent the overlap regions be-
tween the prediction and ground truth.

Method DC (%) ACC (%) AUC (%)

Baseline 70.71 99.01 98.77
Baseline+RPA 73.34 99.29 99.24
Baseline+APF 72.32 99.18 99.11
Baseline+RPA+APF 74.23 99.37 99.66

Table 1: Statistical comparison of our ablation studies.

APF modules. In our ablation studies, we used the U-shape
structure equipped with a Resnet-34 backbone as the Base-
line method. Two competitors were implemented (Base-
line+RPA and Baseline+APF) by adding RPA or APF mod-
ule to the Baseline respectively. Finally, the RPA and APF
modules are simultaneously added to the Baseline (Base-
line+RPA+APF).

Ablation Study for RPA Module As the highest level se-
mantics is mainly contained in the deepest layer, our RPA
module embedded on the top layer can exploit the most rep-
resentative regional context information. Visual comparison
of our ablation studies is as shown in Figure 4, where several
typical challenging cases with various scales and extremely
low contrast boundaries can be seen. Without the enhance-
ment of RPA, we can clearly observe that Baseline would
be easily failed in segmenting the small nerve structures, e-
specially when the boundaries of small nerves are also blur.
By enhancing the feature discrimination with regional-based
long-range dependencies, Baseline+RPA significantly im-
proves the segmentation accuracy, even where have large
scale variations and irregular color contrast near the bound-
aries of nerves, which clearly demonstrate the effectiveness
of our RPA module in addressing challenging ultrasound n-
erve segmentation with regional multi-scale contexts.

In addition, we also performed a statistical comparison
in our ablation studies by collecting the mean DC, ACC and
AUC values over the Kaggle ultrasound nerve validation set.
As shown in Table 1, the Baseline+RPA method achieves
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Figure 5: Visual comparison with different state-of-the-art methods in ultrasound nerve segmentation. Green and red pixels
indicate the predictions and ground truth respectively. Yellow pixels represent the overlap regions between the prediction and
ground truth.

Method Year DC (%) ACC (%) SE (%) SP (%) AUC (%)

U-Net 2015 70.27 98.98 84.44 99.38 98.73
AttU-Net 2018 71.42 99.09 84.91 99.43 98.86
U-Net++ 2018 72.03 99.15 86.42 99.44 99.03
DA-Net 2019 73.28 99.26 86.68 99.48 99.26
CE-Net 2019 72.74 99.21 85.62 99.51 99.18
CPF-Net 2020 73.48 99.29 86.25 99.49 99.31
Ours 2020 74.23 99.37 86.55 99.51 99.66

Table 2: Statistical comparison with state-of-the-art methods
on the validation set.

73.34%, 99.29% and 99.24% in DC, ACC and AUC metrics,
outperforming the Baseline by 2.63%, 0.28% and 0.5% re-
spectively. This also obviously points out that our RPA mod-
ule effectively improve the ultrasound nerve segmentation
by fully exploiting of more discriminative contexts based on
regional long-range dependencies.

Ablation Study for APF Module As mentioned before,
ultrasound images usually have a large amount of speckle
noises, which produces a difficult problem for the tradition-
al multi-level feature fusion only utilizing simple concate-
nation. Instead, by adaptively reweighting multi-level output
feature maps based on an efficient channel attention mech-
anism, our APF module can achieve a more refined dense
prediction. Our ablation study also validated the effective-
ness of our APF in both visual and statistical comparisons.
As shown in Figure 4 (e), we can clearly observe that the
yellow overlap regions in Baseline+APF is much larger than
the Baseline, indicating that our APF obtained a better nerve
segmentation relying on the adaptive multi-level feature fu-
sion. On the other hand, the superiority of our APF also ob-
viously demonstrated in the statistical results shown in Ta-
ble 1. Compared with the Baseline, Baseline+APF achieves

Figure 6: Statistical comparison on DC metric with different
state-of-the-art methods on the challenge website.

1.61%, 0.17% and 0.34% accuracy improvement in terms of
DC, ACC and AUC metrics, respectively.

Finally, based on a seamless combination of both RPA and
APF modules, Baseline+RPA+APF not only effectively dis-
tinguishes the target nerve regions from the blur background
areas based on a novel region-level attention mechanism, but
also refine the final dense prediction by meticulously and
adaptively fusing multi-level feature maps, as shown in the
Figure 4 (f) and Table 1.

Comparison with State-of-the-art Methods
To further validate the superiority of our model, we also con-
ducted a comparison among our method and several state-
of-the-art methods, including U-Net (Ronneberger, Fisch-
er, and Brox 2015), Attention U-Net (Oktay et al. 2018),
U-Net++ (Zhou et al. 2018), DA-Net (Fu et al. 2019), CE-
Net (Gu et al. 2019), and CPF-Net (Feng et al. 2020). In our
experiments, we implemented all competitors on the same
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computing environments and with the same data augmenta-
tions to guarantee a fair comparison.

Typical challenging ultrasound nerve images and the seg-
mentation results for different competitors are as shown in
Figure 5, where we can clearly observe the low gray con-
trast, irregular shapes, scale variations and non-uniform dis-
tributions of nerves in the ultrasound images. Only relying
on simply stacking continuous convolution and pooling op-
erations, U-Net still cannot obtain a stable segmentation per-
formance, especially for the cases with scale variation or low
gray contrast. By combining U-Nets to assemble deeper net-
work, U-Net++ obtained some accuracy improvements but
is still unstable when processing challenging cases. CE-Net
also further improve the segmentation accuracy by captur-
ing more high-level information and retaining richer spatial
information. On the other hand, to tackle blurred bound-
aries caused by low gray contrast, which is commonly seen
in ultrasound images, Attention U-Net also tried to utilize
an attention gate to suppress irrelevant background noises,
which is still difficult to accurately segment the small ul-
trasound targets. Similarly, based on both spatial attention
and channel attention, DA-Net further obtained a better n-
erve segmentation performance. More recently, by exploit-
ing rich long-range contexts followed by a progressive fea-
ture fusion, CPF-Net achieved better segmentation results
than the above methods. However, all the above competi-
tors neither fully utilized regional level representation mod-
el to capture rich regional context information, nor meticu-
lously and adaptively fused the multi-level feature maps to
refine a dense prediction. Therefore, none of them can ob-
tain accurate and robust enough performance to satisfy the
challenging ultrasound nerve segmentation task, commonly
appearing with low gray contrast, irregular shapes, and var-
ious scales and target distributions. As shown in Figure 5,
our model obtains the best segmentation results compared
with other methods, where segmented nerves are the closest
to the ground truth. The visual experimental results clearly
demonstrated that our proposed methods can not only accu-
rately segment the nerves with various scales and irregular
shapes, but also better refine the boundaries where have low
gray contrast between nerve and surrounding tissues.

In addition, we also performed a statistical comparison
with state-of-the-art methods by collecting the mean DC,
ACC, SE, SP and AUC values over the Kaggle ultrasound
nerve dataset. From the results shown in Table 2, we can
clearly see that our model also generally outperforms other
competitors by achieving 74.23% 99.37%, 86.55%, 99.51%,
99.66% in DC, ACC, SE, SP and AUC metrics respective-
ly. On the other hand, we also compared our method with
other competitors on the test set by submitting results of dif-
ferent methods to the official challenge website. We plotted
the histogram graph to visualize the accuracy comparison a-
mong our network and the other 6 competitors. As shown
in the Figure 6, we can also clearly see the superiority of
our method in the ultrasound nerve segmentation for the
test cases in Kaggle dataset. Even compared with (Wang,
Shen, and Zhou 2019), which is the latest published work
about Kaggle ultrasound nerve segmentation, our model stil-
l achieves about 3% improvement in the major DC metric,

Figure 7: Failure cases for the competitors and our model.

clearly pointing out the effectiveness of our RPA and APF
modules in addressing challenging issues in ultrasound n-
erve segmentation.

Discussions and Limitations
Through the above ablation studies and comparative exper-
iments, we have observed that even if there are many com-
plex nerve structures with various scales and low contrast,
our method still successfully achieves satisfactory results
owing to the proposed RPA and APF modules. By utiliz-
ing the self-attention mechanism to encode the region-wise
features based on the pyramid pool sampling strategy, our
RPA module can not only captures multi-scale contextual
semantic information, but also obtain more discriminative
regional features. Moreover, the idea of our proposed RPA
also provides a good hint for segmenting objects from ul-
trasound images, where pixel-wise modeling may inevitably
introduce much speckle noises in the computation and po-
tentially degrade segmentation performance. By dynamical-
ly selecting and fusing the important and dominant output
features based on an efficiency channel attention mechanis-
m, our APF further successfully refines the final dense pre-
diction, which also provides a good tool for optimizing the
segmentation networks where multi-level output feature fu-
sion is required to address large scale variation among shal-
low layers in the decoder. On the other hand, our method still
has some limitations. As shown in Figure 7, our method stil-
l fails to segment the cases with extremely small scales, as
well as extremely low contrast near the boundaries between
the target and surrounding tissues.

Conclusion
We presented a novel deep network for automatic nerve seg-
mentation from ultrasound images, which is a quite chal-
lenging considering the large variation of targets and the low
image quality. A novel region-aware global context model-
ing techniques are proposed to establish long-range depen-
dencies in a more efficient way than traditional pixel-wise
modeling techniques. An adaptive pyramid fusion scheme is
developed to meet the spatial-semantic gap between high-
level and low-level features and exclude background noise
when performing fusion. Extensive experiments demon-
strate the superiority of the proposed network to our rivals.
Future investigations include testing it on more ultrasound
datasets and integrate it in ultrasound-guided interventions.
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