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Abstract
The interactive recommender systems involve users in the
recommendation procedure by receiving timely user feed-
back to update the recommendation policy. Therefore, they
are widely used in real application scenarios. Previous inter-
active recommendation methods primarily focus on learning
users’ personalized preferences on the relevance properties
of an item set. However, the investigation of users’ person-
alized preferences on the diversity properties of an item set
is usually ignored. To overcome this problem, we propose
the Linear Modular Dispersion Bandit (LMDB) framework,
which is an online learning setting for optimizing a combi-
nation of modular functions and dispersion functions. Specif-
ically, LMDB employs modular functions to model the rel-
evance properties of each item, and dispersion functions to
describe the diversity properties of an item set. Moreover,
we also develop a learning algorithm, called Linear Modular
Dispersion Hybrid (LMDH) to solve the LMDB problem and
derive a gap-free bound on its n-step regret. Extensive ex-
periments on real datasets are performed to demonstrate the
effectiveness of the proposed LMDB framework in balancing
the recommendation accuracy and diversity.

Introduction
The development of interactive recommender systems (IRS)
is necessary to capture user’s preferences in time. One of the
powerful tools is the multi-armed bandit (MAB) which has
been extensively studied and applied in different machine
learning tasks (Bubeck and Cesa-Bianchi 2012). MAB mod-
els an agent that simultaneously attempts to acquire knowl-
edge and optimizes its decisions based on existing knowl-
edge about the environment, during a sequential decision-
making process. Assume there are m arms (or actions) pre-
sented to a decision-maker on every of n rounds. The ob-
jective of the decision-maker is to maximize the sum of re-
wards over all the n rounds (Agrawal, Hedge, and Teneket-
zis 1988). Contextual bandit is a type of MAB framework,
where each arm is represented by a feature vector (Chu et al.
2011; Li et al. 2010). In the literature, contextual bandit has
been proven to be powerful for solving large scale interac-
tive recommendation problems (Li et al. 2010; Wen, Kveton,
and Ashkan 2015) by adopting the user’s timely feedback.
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In practice, the user’s implicit feedback (e.g., click) is
commonly used to build the recommender systems, as it can
be easily collected (Shi, Larson, and Hanjalic 2014). Espe-
cially, for online applications, this type of feedback becomes
an increasingly important source of data to study the user
behaviors (Liu et al. 2015, 2018; Yang et al. 2018). How-
ever, the implicit feedback does not explicitly describe the
user preferences. Thus, it is difficult for non-interactive rec-
ommender systems to accurately estimate the user’s inter-
ests. In IRS, the recommendation agents can interact with
the users. They can explore the user’s interests by sequen-
tially recommending a set of items to her and collecting her
implicit feedback in multiple rounds.

Previous contextual bandit based IRS mainly focus on op-
timizing the accuracy of recommendation results by learning
the user preferences on the relevance features of items (Chu
et al. 2011; Li et al. 2010). They usually ignore the diver-
sity of recommendation results, thus are more likely to result
in similar item recommendations. A relevant but redundant
item set would make the user feel bored with the recom-
mendation result. On the other hand, although there exist
some IRS considering diversity in bandit frameworks (Liu
et al. 2020; Qin, Chen, and Zhu 2014), they do not learn the
user’s personalized preferences on the diversity properties
of a set of items. In fact, different users may have different
preferences with the diversity properties of an item set. For
example, a user with specific interest may prefer a relevant
item set than a diverse item set, while a user without specific
interest may prefer a diverse item set to explore her interests.

In this paper, we propose a novel bandit learning frame-
work for IRS, which considers the user’s preferences on both
the item relevance features and the diversity features of the
item set. The objective is to achieve a good trade-off be-
tween the accuracy and diversity of recommendation results.
Specifically, we use modular functions and dispersion func-
tions to model the relevance features and diversity features,
respectively. The dispersion function has been shown to be
effective in describing the item set diversity when building
the non-interactive recommender system (Sha, Wu, and Niu
2016). We employ it in our bandit framework to develop the
diversified IRS. In summary, the main contributions made in
this work are as follows: (1) we propose a novel bandit learn-
ing framework, namely Linear Modular Dispersion Bandit
(LMDB), for diversified interactive recommendation; (2) we
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propose a Linear Modular Dispersion Hybrid (LMDH) algo-
rithm to solve the LMDB problem; (3) we also provide theo-
retical analysis for the algorithm and derive a gap-free upper
bound on its scaled n-step regret; (4) we perform extensive
experiments on simulated datasets and real datasets to ver-
ify the effectiveness of the proposed LMDB framework in
balancing the recommendation accuracy and diversity.

Related Work
Diversified Recommendation
The diversity promoting recommendation methods are usu-
ally based on greedy heuristics (Wu et al. 2019b). For exam-
ple, the maximal marginal relevance (MMR) method (Car-
bonell and Goldstein 1998) selects a list of items by max-
imizing a score function defined as a combination of rele-
vance and diversity metrics. In (Qin and Zhu 2013), an en-
tropy regularizer which quantifies the posterior uncertainty
of ratings of items in a set is derived for promoting the
diversity of recommendation results. This entropy regular-
izer is a monotone submodular function, and there exists a
greedy algorithm which is guaranteed to produce a near op-
timal solution for monotone submodular function within a
factor (1 − 1

e ) of optimal (Nemhauser, Wolsey, and Fisher
1978). Determinantal point process (DPP) (Kulesza, Taskar
et al. 2012) has been studied for diversified recommenda-
tion problems (Chen, Zhang, and Zhou 2018; Wilhelm et al.
2018; Wu et al. 2019a), and it can also be formulated as a
monotone submodular maximization problem (Gillenwater,
Kulesza, and Taskar 2012). Besides these submodular func-
tions, dispersion function that needs less computation has
also been studied for diversified recommendation (Gollapudi
and Sharma 2009; Sha, Wu, and Niu 2016). The above meth-
ods are developed for building the non-interactive recom-
mendation systems. For more details of diversity promoting
recommendation methods, you can also refer to (Chapelle
et al. 2011; Vargas et al. 2014; Puthiya Parambath, Usunier,
and Grandvalet 2016; Parambath 2019).

Interactive Recommendation
In the literature, bandit frameworks have been widely stud-
ied for building interactive recommender systems. In non-
contextual bandit methods, the learner cannot access the
arm features. Under this setting, the upper confidence bound
(UCB) algorithm is proven to be theoretically optimal (Auer,
Cesa-Bianchi, and Fischer 2002). However, without using
arm features, the performances of UCB algorithm are quite
limited in many applications. In contextual bandit meth-
ods, the learner can observe the arm features. LinUCB (Li
et al. 2010) is a representative contextual bandit algorithm
proposed for a personalized news recommendation. It as-
sumes the agent recommends a single arm in each round
and focuses on optimizing the recommendation accuracy.
For large scale combinatorial multi-armed bandit problems,
the performances of non-contextual methods can be subop-
timal, because the agents do not use arm features (Chen,
Wang, and Yuan 2013). To improve the performances, (Wen,
Kveton, and Ashkan 2015) introduces an efficient learning
framework that exploits the arm features and considers the

modular function maximization problem. To support the di-
versified online recommendation, (Yue and Guestrin 2011)
propose a linear submodular bandit to optimize a class of
submodular utility functions. (Hiranandani et al. 2020) ex-
tend it to a cascading setting and develop linear cascad-
ing submodular bandit. (Li, Feng, and Rijke 2020) develop
cascading hybrid bandit by combining a modular function
and a submodular function. (Qin, Chen, and Zhu 2014) pro-
pose a contextual combinatorial bandit framework based on
the entropy regularizer (Qin and Zhu 2013). In addition,
(Liu et al. 2020) develops a full Bayesian online recom-
mendation framework to balance the recommendation accu-
racy and diversity, by integrating DPP with Thompson sam-
pling (Chapelle and Li 2011). Overall, these methods are
developed based on submodular functions. Due to the ineffi-
ciency of computing DPP kernel or entropy regularizer, we
find dispersion functions are more suitable for our task. In
this work, the proposed LMDB framework considers both
relevance features and diversity features of arms, and is for-
mulated as an optimization of the combination of modular
functions and dispersion functions.

Problem Formulation
In this section, we firstly describe the properties of our utility
function. Throughout this paper, we use personalized item
recommendation as our motivating example. Under this set-
ting, utility corresponds to the relevance properties and di-
versity properties of the recommended item set. Suppose
that we recommend a set of items only based on their rel-
evance properties, then the user may be bored with the rec-
ommendation results as the items are likely to be very sim-
ilar. Thus, we should consider both the relevance and diver-
sity properties of the item set to attract users. We formu-
late this task as a combinatorial optimization problem. Sup-
pose that E = {1, . . . , L} is a set of L items, called the
ground set. A ⊆ {A ⊆ E : |A| ≤ K} is a family of sub-
sets of E with up to K items. Given the user’s preferences

η = [θT ,βT ]T ∈ R
d+m, where θ ∈ R

d are the user’s
preferences on the relevance properties and β ∈ R

m are the
user’s preferences on the diversity properties. Our objective
is to find a set A ∈ A, which maximizes the following utility
function

F (A|η) =
d∑

i=1

θiRi(A) +

m∑
i=1

βiVi(A), (1)

where Ri(A) is a modular function to capture the item’s i-th
relevance property (e.g., the category of the item) and Vi(A)
is a dispersion function to capture the item set’s i-th diver-
sity property (e.g., Cosine distance of the items in the set).
In fact, we assume different distance metrics can describe
different diversity properties of the item set. Hence, we have
different definitions of the dispersion function V in Eq. (1).

Modular Function. We firstly introduce the properties of
the modular function in Eq. (1). If R is a modular function
mapping the set of items A to real values, then we have

R(A) =
∑
i∈A

R(i). (2)
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From Eq. (2), we can get the marginal gain of a modular
function for adding an item a to the set A,

R(A ∪ {a})−R(A) = R(a), (3)

which is independent with other items. It is usually consis-
tent with the recommendation scenario, as the user considers
the relevance property of an item is independent with those
of other items in a set. Therefore, we define the item a’s rel-
evance features as follows,

ΔR(a|A) = 〈R1(a), . . . , Rd(a)〉. (4)

Furthermore, a modular function is monotone, if for any sub-
set A ⊆ B ⊆ E,R(A) ≤ R(B). Actually if R(a) is non-
negative for any item a ∈ E, then R is a monotone modular
function.

Dispersion Function. We secondly introduce the proper-
ties of the dispersion functions in Eq. (1). If V is a dispersion
function mapping an item set A to real values, then we have,

V (A) =
∑

{i,j}:i,j∈A

h(i, j), (5)

where h(i, j) can be any distance metric (e.g., Cosine dis-
tance) for items i, j ∈ A. From Eq. (5), we can get the
marginal gain of a dispersion function for adding an item
a to the set A,

V (A ∪ {a})− V (A) =
∑
j∈A

h(a, j), (6)

which is dependent with the items in A. This is also consis-
tent with the recommendation scenario, as the user consid-
ers the diversity property of an item a by comparing it with
other items in A. Therefore, we define the item a’s diversity
features as,

ΔV (a|A) = 〈
∑
j∈A

h1(a, j), . . . ,
∑
j∈A

hm(a, j)〉. (7)

Local Linearity. One attractive property of F (A|η) is
that the incremental gains are locally linear. In particular,
the incremental gain of adding a to A can be written as
ηTΔ(a|A), where

Δ(a|A) = 〈ΔR(a|A),ΔV (a|A)〉 . (8)

In other words, ΔR(a|A) corresponds to the relevance gain
by item a, and ΔV (a|A) corresponds to the diversity gain
by item a, conditioned on the items having already been se-
lected into A.

Optimization. Another attractive property of our utility
function is that if F (A|η) can be formulated as the com-
bination of a monotone modular function and a dispersion
function, there is a greedy algorithm which is guaranteed
to produce a near-optimal solution (Borodin, Lee, and Ye
2012) within a factor 1

2 . However, their greedy algorithm is
“non-oblivious” as it is not selecting the next element with
respect to the objective function F (A|η). Therefore, we pro-
pose Algorithm 1, which is a greedy algorithm with the ob-
jective function F (A|η) for bandit learning setting. The fol-
lowing theorem describes the approximation property of our
algorithm.

Algorithm 1 Modular Dispersion Greedy Search

1: Input: User preferences η, modular functions
R1, . . . , Rd, distance metrics h1, . . . , hm, candidate set
E, integer K

2: Output: Item subset A ⊆ E with |A| = K
3: A ← ∅
4: while |A| < K do
5: a ← argmaxa∈E−A ηTΔ(a|A)
6: A ← A ∪ {a}
7: end while
8: return A

Theorem 1. Let E be the underlying ground set. For any
A ⊆ E, let R1(A), . . . , Rd(A) be any modular functions,
and let h1, . . . , hm be any distance metrics for dispersion
function. Let θ ∈ R

d and β ∈ R
m be the user’s preferences.

We write η = [θT ,βT ]T . The object function F (A|η) is de-
fined as Eq. (1). Let Agreedy be the solution computed by
the Algorithm 1, and A∗ be the optimal solution of the con-
strained optimization problem argmaxA:|A|≤K F (A|η). If
θT 〈R1(a), . . . , Rd(a)〉 ≥ 0 for any element a ∈ E, and β
is a non-negative vector, then we have

F (Agreedy|η) ≥ γF (A∗|η), (9)

where γ = 1
4 . In other words, the approximation ratio of the

greedy algorithm is γ.

Note that a similar condition of the user preferences can
be found in Yue and Guestrin (2011). The condition is rea-
sonable in practice, as the weighted relevance score of each
item should be non-negative for a user. In Section , we ob-
serve that our approximation ratio is close to 1 in practice,
which is significantly better than that suggested in Theorem
1. The proof of Theorem 1 can be found in the Appendix.

Linear Modular Dispersion Bandit
In this section, we present our LMDB framework. Let E =
{1, 2, . . . , L} be a ground set of L items and K ≤ L be
the number of recommended items. θ∗ ∈ R

d and β∗ ∈
R

m are the user’s preferences on relevance features and
diversity features respectively, which are unknown to the
learning agent. To simplify the notation, we write η∗ =
[θ∗T ,β∗T ]T . The relevance properties for each item are
given by R1, . . . , Rd and the distance metrics for diversity
properties are given by h1, . . . , hm, which are known to the
learning agent.

Our learning agent interacts with the user as follows.
At time t, a random subset Et ⊆ E is presented and the
agent recommends a list of K items At = (at1, . . . , a

t
K) ∈

ΠK(Et), where atk is the k-th recommended item and
ΠK(Et) is the set of all K-permutations of the set Et.
The reward of item ak at time t, wt(a

t
k), is a realization

of an independent Bernoulli random variable with mean
η∗TΔ(atk|{at1, . . . , atk−1}). The user examines the list from

the first item at1 to the last item atK and then provides the
feedback (e.g., clicks on or ignores each item). Formally, for
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any list of items At, the total rewards f(At, wt) can be writ-
ten as the sum of rewards at each position,

f(At, wt) =

|At|∑
k=1

wt(a
t
k). (10)

From the definitions of Eq. (10), we notice that

E[f(At, wt)] =

|At|∑
k=1

η∗TΔ(atk|{at1, . . . , atk−1}). (11)

Eq. (11) implies that E[f(At, wt)] = F (At|η∗) for F de-
fined as in Eq. (1). Thus, Algorithm 1 can greedily select
items to achieve reward within a factor γ of the optimal with
perfect knowledge of η∗. The goal of the learning agent is
to maximize the expected cumulative return in n-episodes.
The regret is formally defined in Section .

Learning Algorithm
The expected reward of an item is a combination of a mod-
ular function and a dispersion function. Thus, we propose a
hybrid optimization algorithm to solve the LMDB problem.

The algorithm can access the item relevance feature za
and diversity feature xa. It does not know the user’s prefer-
ence θ∗ and β∗, and estimates them through repeated in-
teractions with the user. It also has two tunable parame-
ters λ, α > 0, where λ is the regularization parameter,
and α controls the trade-off between exploitation and ex-
ploration. The details of the proposed LMDH algorithm are
summarized in Algorithm 2. At the beginning of each step

(line 4), LMDH estimates the user’s preference as θ̂t and

β̂t based on the observations of previous t − 1 steps. The
estimation can be viewed as a least-squares problem and
the derivation of line 4 is based on the matrix block-wise
inversion. Due to the space limitation, we omit the deriva-
tion process. Ht,Bt,Mt and ut,yt summarize the features
and click feedback of all observed items in the previous
t − 1 steps, respectively. In the second stage (lines 5-14),
LMDH recommends a list of items sequentially from the
subset Et ⊆ E. The list is generated by the greedy algo-
rithm (i.e., Algorithm 1), where the reward of an item a is
overestimated as lines 8-10 by the upper confidence bound
(UCB) (Auer, Cesa-Bianchi, and Fischer 2002). In the last
stage (lines 15-22), LMDH displays the item list At to the
user and collects her feedback, which is used to update the
statistics. The per-step computational complexity of LMDH
is O(LK(d2 + m2 + md)). Computing matrix inverse is
the main computational cost of Algorithm 2. In practice, we

update H−1
t and M−1

t instead of Ht and Mt (Golub and
Van Loan 2012), which is O(m2 + d2). LMDH selects K
items out of L in O(LK(d2+m2+md)), because comput-
ing UCB for each item requires O(d2 +m2 +md).

Regret Analysis
This section provides the regret analysis for our proposed al-
gorithm LMDH. Let γ = 1

4 , A∗
t be the optimal solution for

Algorithm 2 Linear Modular Dispersion Hybrid (LMDH)

1: Inputs: Parameters λ > 0 and α > 0
2: H1 ← λId,u1 ← 0d,M1 ← λIm,y1 ← 0m,B1 ←

0d×m

3: for t = 1, 2, ..., n do
4: θ̂t ← H−1

t ut, β̂t ← M−1
t (yt −BT

t θ̂t)
5: At ← ∅
6: for k = 1, 2, ...,K do
7: for all a ∈ Et\At do
8: za ← ΔR(a|At), xa ← ΔV (a|At)
9: va ← zTaH

−1
t za − 2zTaH

−1
t BtM

−1
t xa +

xT
aM

−1
t xa + xT

aM
−1
t BT

t H
−1
t BtM

−1
t xa

10: μa ← θ̂
T

t za + β̂
T

t xa + α
√
va

11: end for
12: atk ← argmaxa∈Et\At

μa

13: At ← At ∪ {atk}
14: end for
15: Recommend At with the order (at1, . . . , a

t
K), and ob-

serve the reward {wa}a∈At

16: Ht ← Ht +BtM
−1
t BT

t

17: ut ← ut +BtM
−1
t yt

18: Mt+1 ← Mt +
∑

a∈At
xax

T
a

19: Bt+1 ← Bt +
∑

a∈At
zax

T
a

20: yt+1 ← yt +
∑

a∈At
wax

T
a

21: Ht+1 ← Ht + zaz
T
a −Bt+1M

−1
t+1B

T
t+1

22: ut+1 ← ut −Bt+1M
−1
t+1yt+1

23: end for

Eq. (11) at time t, and At be the solution selected from Al-
gorithm 2. The γ-scaled n-step regret is defined as follows,

Rγ(n) =

n∑
t=1

E[F (A∗
t |η∗)− F (At|η∗)/γ], (12)

where 1/γ accounts for the fact that At is a γ-approximation
at any time t. Similar definitions of this scaled regret can be
found in (Chen et al. 2016; Wen et al. 2017). This defini-
tion is reasonable, because it is computationally inefficient
to get the optimal solution A∗

t of this problem, even for the
offline variant setting. We now state our main result, which
essentially bounds the greedy regret.

Theorem 2. Under LMDH, for any λ ≥ 0, any δ ∈ (0, 1),
any ‖η∗‖2 ≤ 1, and any

α ≥
√
(d+m) log

[
1 +

nK

(d+m)λ

]
+ 2 log

(
1

δ

)
‖η∗‖2

+ λ
1
2

(13)
in Algorithm 2, we have

Rγ(n) ≤ 2αK

γ

√√√√n(d+m) log
[
1 + nK

(d+m)λ

]
λ log(1 + 1

λ )
+ nKδ.

(14)
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Note that if we choose λ = 1, δ = 1
nK , and α as the lower

bound specified in Eq. (13), then the regret bound in Theo-

rem 2 is Õ(K(d +m)
√
n/γ). The factor

√
n is considered

near-optimal in gap-free regret bounds. The factor d+m is
the number of features, which is standard in linear bandits
(Abbasi-Yadkori, Pál, and Szepesvári 2011). The factor 1

γ is

due to the fact that At is a γ-approximation. The factor K is
because of the number of recommended items for each trial.
The proof of Theorem 2 can be found in the Appendix.

Experiments
In this section, we perform two kinds of numerical experi-
ments to verify the performance of our learning algorithm.
In the first experiment, we show our algorithm outperforms
other baseline methods for the task of balancing the accuracy
and diversity of the recommendation result on real-world
datasets. In the second experiment, we compare the regret
of our algorithm with other baseline methods to verify our
Theorem 2 on simulated datasets and validate the approxi-
mation ratio of Algorithm 1.

Experiments on Real-world Datasets
The experiments are performed on the following datasets:
Movielens-100K, Movielens-1M1, and Anime2. Movielens-
100K contains 100,000 ratings given by 943 users to 1682
movies, and Movielens-1M contains 1,000,209 ratings given
by 6,040 users to 3,706 movies. Anime contains 7,813,737
ratings given by 73,515 users to 11,200 animes. Follow-
ing (Liu et al. 2020), we keep the ratings larger than 3
as positive feedback on Movielens-100K and Movielens-
1M, and keep the ratings larger than 6 as postive feed-
back on Anime. We use the unbiased offline evaluation
strategy (Li et al. 2011) to evaluate different recommenda-
tion methods. Firstly, we randomly split each dataset into
two non-overlapping sets. Specifically, 80% of the users are
used for training, and the remaining 20% users are used
for testing. After that, BPRMF (Rendle et al. 2009) is em-
ployed to learn the embeddings of all items from the train-
ing data. Empirically, we set the dimensionality of the item
embeddings to 10. The item embeddings are then normal-
ized into a bounded space [−1, 1]10, which is considered
as the relevance features za of an item a. For fair compar-
ison, we only use the average Cosine distance as the dis-
tance metric of the dispersion function, which is defined
by 2

|At|(|At|−1) (1−sim(zi, zj)), where sim(zi, zj) denotes

the Cosine similarity between the relevance features of two
items i and j in At, and |At| is the size of the item set At.
For each trial t, the candidate item set Et is generated by re-
moving the recommended items of the last t− 1 steps from
the total item set. The statistics of the experimental datasets
are summarized in Table 1 in Appendix.

We use Recall(t) to measure the accumulative rec-
ommendation accuracy over all the t recommenda-
tion rounds, and measure the diversity of recommen-
dation results by Diversity(t) which is defined by

1https://grouplens.org/datasets/movielens/
2https://www.kaggle.com/CooperUnion/anime-

recommendations-database

computing the average recommendation diversity over
all the t recommendation rounds (Zhang and Hur-

ley 2008). We define Recall(t) =
∑t

�=1
|A�

⋂ I|
|I|

and Div.(t) = 1
t

∑t
�=1

[
2

|A�|(|A�|−1)

∑
{i,j}:i,j∈A�

(1 −
sim(zi, zj))

]
, where A� is the recommended item set at the

�-th round, and I denotes the set of items interacted with the
user in testing data. We compute the accuracy and diversity
for each user and report the averaged values over all users to
obtain the accuracy and diversity metrics. Fβ-score is used to
measure the effectiveness of each method in balancing rec-
ommendation accuracy and diversity, where Fβ(t) = (1 +
β2) ∗ Recall(t) ∗ Diversity(t)/[β2 ∗ Diversity(t) + Recall(t)].
β is a constant indicating Recall is considered as β times as
important as Diversity. Empirically, we set β to 1 and 2.

We compare LMDB with the following baseline meth-
ods: (1) LogRank: In this method, the relevance score of
each item a is computed as ra = 1/(1 + exp(−ūzTa )),
where ū is the mean of the user embeddings learnt from
the training data. Then, this method selects K items with
the highest quality scores as At in the t-th recommendation
round; (2) MMR (Carbonell and Goldstein 1998): For each
round t, this method sequentially selects an available item
with the largest maximal marginal score, which is defined
as r̄a = αra − 1−α

|At|
∑

j∈At
sim(za, zj), where ra is the

item quality defined in the LogRank method; (3) ε-Greedy:
This method randomly selects an item into the set At with
probability ε, and selects the item with the highest relevance
score into the set At with probability 1− ε, which is defined
the same as in LogRank method; (4) C2UCB (Qin, Chen,
and Zhu 2014): This is a contextual combinatorial bandit
with an entropy regularizer for diversity recommendation;
(5) DC2B (Liu et al. 2020): This is a full Bayesian on-
line recommendation framework developed based on deter-
minantal point process. We set the size of At to 10 for all
methods. The hyper-parameter settings for each method are
summarized in Appendix.

Experiment Results. The recommendation accuracy and
diversity of different methods are shown in Figure 1 and
Figure 2, respectively. As shown in Figure 1, the proposed
LMDB framework consistently achieves the best recom-
mendation accuracy over all 30 recommendation rounds on
all datasets. When performing more interactions between
the user and the recommender agent, LMDB and C2UCB
can gradually achieve more improvements over other meth-
ods. For DC2B, it is effective in the first few recommen-
dation rounds. However, its accuracy then becomes poorer
than other methods with the increase of the number of rec-
ommendation rounds. Moreover, from Figure 2, we can note
that LMDB usually achieves the second or third best recom-
mendation diversity on all datasets. Over all recommenda-
tion rounds, LMDB consistently achieves better recommen-
dation diversity than C2UCB, and it can usually generate
more diverse recommendation results than DC2B in the first
15 rounds.

For better understanding of the results, Fβ-score is used to
study the effectiveness of each method in balancing the rec-
ommendation accuracy and diversity. Figure 3 summarizes
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Figure 1: The recommendation performances of different methods measured by Recall.
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Figure 2: The recommendation performances of different methods measured by Diversity.
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Figure 3: The recommendation performances of different methods measured by F1-score.

the F1-score achieved by different methods. As shown in
Figure 3(a) and 3(b), LMDB usually outperforms other base-
lines over all recommendation rounds, in terms of F1-score.
From Figure 3(c), we can also notice that LMDB achieves
comparable F1-score with ε-Greedy and better F1-score than
other baseline methods. ε-Greedy is a simple exploration
method that can usually achieve high recommendation di-
versity. Thus, it may also have a high F1-score. In prac-
tice, the recommendation accuracy is usually more impor-
tant than recommendation diversity. Considering this factor,
we also report the recommendation performances in terms of
F2-score, which treats Recall as 2 times as important as Di-
versity. The results shown in Figure 1 in Appendix indicate
that LMDB achieves the best F2-score on all datasets over
all recommendation rounds. These results demonstrate that
the proposed LMDB framework is more effective in balanc-

ing the recommendation accuracy and diversity than base-
line methods, especially when we place more emphasis on
recommendation accuracy than recommendation diversity.
We believe this is because only LMDB learns the user’s per-
sonalized preferences across the relevance properties and di-
versity properties of the recommended item set.

Moreover, we also evaluate the impacts of λ, α, and the
size of recommended item set |At| on the performances of
LMDB. As shown in Figure 4(a) and 4(b), we can note that
the values of λ and α do not have significant impacts on
the performances of LMDB, when λ and α are equal to or
larger than 1. In addition, we also vary |At| in {5, 10, 15}.
Considering both Figure 3(a) and 4(c), we can note that the
proposed LMDB framework consistently outperforms other
combinatorial bandit learning methods C2UCB and DC2B
in terms of F1-score,with different settings of |At|. These
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Figure 5: Regret of different bandit methods on simulated
dataset.

results demonstrate that LMDB are stable and insensitive to
the settings of hyper-parameters.

Experiment on Simulated Dataset
This experiment is to verify the regret in Theorem 2 and
compare the result of our Algorithm 2 with other algorithms.
Here, we only consider the bandit based methods including
C2UCB, DC2B and LSB (Yue and Guestrin 2011). We al-
ready describe C2UCB and DC2B in Section . LSB is a lin-
ear contextual bandit, which optimizes a class of submodular
utility functions for diversified retrieval. The item’s feature
of LSB is extracted from the category information of the
item, which is not consistent with the setting of Section .
Hence, we only evaluate it for this experiment setting. We
consider a setting, where there are 20 candidate items. The
objective is to recommend a relevant and diverse item list
to a user. The list size K is empirically set to 5. The rel-
evance features of each item are uniformly generated from
[0, 0.5]10. Here, we only use one-dimensional diversity fea-
ture. The distance metric h(i, j) of the dispersion function
is defined the same as in Section . The user’s preferences on
the relevance properties and diversity property are generated
from [0, 0.2]10 and [0, 0.2], respectively. We run 20 indepen-
dent simulations and compute the average regret over them.

Figure 5 compares the performances of our algorithm

with the baselines. The average regret of LMDB flattens
with the number of trials T and is much smaller than other
baselines. Although all of the three baselines consider the
diversity of the recommendation, they never learn the user’s
preferences on the diversity properties of the recommended
item set. Hence, they recommend a diverse item set but pos-
sibly not suitable for the user.

In Section , we propose the greedy Algorithm 1 to
compute a near-optimal set for our optimization problem
(Eq. (1)), which can reach the approximation ratio at 1

4 of
the optimal solution. Here, we empirically demonstrate that
the approximation ratio is close to 1 in a domain of our inter-
est. We choose 100 random users and 20 random items and
vary the number of recommended items K from 2 to 5. The
users’ preferences and items’ features are generated from
the uniform distribution stated above. For each user and K,
we compute the optimal list by exhaustive search and the
sub-optimal list by Algorithm 1. After that, we compute the
approximation ratio F (Agreedy|η)/F (A∗|η), where F (·) is
defined in Eq. (1). We find that the average approximation
ratios over all users are 0.9995, 0.9992, 0.9989, and 0.9971
when K is set to 2, 3, 4, and 5 respectively. This indicates
that the approximation ratio in practice may be much better
than theoretical result.

Conclusion and Future Work
This paper introduces a novel bandit model named LMDB
(i.e., Linear Modular Dispersion Bandit) for optimizing a
combination of modular functions and dispersion functions.
This setting is useful for building the diversified interac-
tive recommender systems that interactively learn the user’s
preferences from her timely implicit feedback. Specifically,
LMDB employs modular functions and dispersion functions
to describe the relevance properties and diversity proper-
ties of the recommended item list, respectively. Moreover,
we propose the linear modular dispersion hybrid algorithm
to solve the LMDB problem, and derive a gap-free upper
bound on its scaled n-step regret. We conduct empirical
experiments on three datasets and find that the proposed
LMDB model outperforms existing bandit learning meth-
ods in balancing the recommendation accuracy and diver-
sity. For future work, we would like to improve our analysis
method to get a better approximation ratio of the optimal
solution in the bandit setting.
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