
Teaching Active Human Learners

Zizhe Wang1,3, Hailong Sun*1,2,3

1SKLSDE Lab, School of Computer Science and Engineering, Beihang University, Beijing, China 100191
2School of Software, Beihang University, Beijing, China 100191

3Beijing Advanced Innovation Center for Big Data and Brain Computing, Beihang University, Beijing, China 100191
wangzz@act.buaa.edu.cn, sunhl@buaa.edu.cn

Abstract

Teaching humans is an important topic under the umbrella
of machine teaching, and its core problem is to design an al-
gorithm for selecting teaching examples. Existing work typ-
ically regards humans as passive learners, where an ordered
set of teaching examples are generated and fed to learners se-
quentially. However, such a mechanism is inconsistent with
the behavior of human learners in practice. A real human
learner can actively choose whether to review a historical ex-
ample or to receive a new example depending on the belief
of her learning states. In this work, we propose a model of
active learners and design an efficient teaching algorithm ac-
cordingly. Experimental results with both simulated learners
and real crowdsourcing workers demonstrate that our teach-
ing algorithm has better teaching performance compared to
existing methods.

1 Introduction
Machine teaching studies the problem of finding an optimal
training set to guide a “student” to learn a target model (Zhu
2015; Zhu et al. 2018). And the students usually fall into
two categories, including humans and machines. As for hu-
mans, machine teaching helps reduce the cost of education
and improve the learning experience. For example, teaching
algorithms can be used to select a curriculum of learning
materials for students in intelligent tutoring systems (ITS),
or to train crowdsourcing workers for doing complex tasks.

However, conventional researches of teaching humans
typically regard a human learner passively as a ma-
chine (Piech et al. 2015; Zhang et al. 2017; Aodha et al.
2018), where learners are assumed to receive the examples
one by one in the order given by certain algorithms. Thus,
these approaches cannot fulfill the potentials of humans be-
cause there are three salient differences between humans and
machines. First, machines never forget and they remember
every single input, while humans may forget what they have
learned (Zhou, Nelakurthi, and He 2018). Second, the learn-
ing process of humans is hard to model. We may know all
the details of a machine learning algorithm, but we cannot
perfectly model how humans learn. That means it is hard to
find an optimal teaching algorithm to teach a human learner.
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Third, human learners know what they need. After learning
a certain amount of examples, a human learner can realize
which knowledge she has not learnt well. Although we can-
not perfectly model human learners, we can take full advan-
tage of their initiative to improve teaching results by allow-
ing them to review the previous teaching examples.

In this paper, we focus on the problem of teaching crowd-
sourcing workers to improve their skills. We propose a new
teaching form that stimulates the learner’s initiative and in-
troduce a review mechanism into the new teaching form.
Different from traditional teaching form, a learner in our
teaching form can have two options during the process of
learning: reviewing a historical example or receiving a new
example. Then we design a learner model to characterize
the learning behavior of the learners. As existing learner
models do not consider the initiative of the learners (Singla
et al. 2014; Aodha et al. 2018), we propose an active learner
model with three factors that influence human learners’ cog-
nition: (1) the consistency between a hypothesis and a teach-
ing example; (2) the differences between the current teach-
ing example and previous ones; (3) the times that an example
has been reviewed. With the learner model, we then design
a greedy algorithm to select the examples and we show the
theoretical approximation guarantee on the convergence to
certain error rate.

Our main contributions are summarized as follows:

• We design a new teaching form with a review mechanism
that takes advantage of human learners’ initiative.

• We model the active learner under the new teaching form
and propose a teaching algorithm called Active Learner
Teaching Algorithm (ALTA).

• We conducted both simulations and experiments on a
well-known crowdsourcing platform, and the results show
the superiority of our approach.

The rest of this paper is organized as follows: Section 2
gives a brief introduction of the related works on ma-
chine teaching and teaching humans. Section 3 provides the
problem description and introduces a classic learner model
STRICT. Section 4 defines the active learner model and de-
signs a teaching algorithm ALTA. Section 5 presents the ex-
perimental evaluation results. Finally, in Section 6, we con-
clude this work.
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2 Related Work
2.1 Machine Teaching
Machine teaching is a problem of finding an optimal train-
ing set given a student and a target model (Zhu 2015; Zhu
et al. 2018). For example, consider a student who is a Sup-
port Vector Machine (SVM) and a teacher who wants the
student to learn a target model θ∗. In this case, θ∗ is a hyper-
plane. Machine teaching aims to design a minimal training
setA through which a student can learn θ∗. The students and
teachers in machine teaching can be any intelligent entities,
such as humans and machine learning algorithms.

The studies of teaching complexity lay the foundation for
machine teaching, which aims to find the lower bound of the
size of a training set for obtaining the optimal training results
with a machine learning algorithm (Goldman and Kearns
1995; Shinohara and Miyano 1991; Anthony et al. 1992).
But in machine teaching, the “student” can be a machine
learning algorithm, a robot (Kulick et al. 2013) and even
a human (Corbett and Anderson 1994; Piech et al. 2015;
Zhang et al. 2017).

Teaching humans is usually harder than teaching machine
learning algorithms because we do not know the hypothesis
space of humans and how they learn knowledge from teach-
ing examples. Dasgupta et al. (2019) study a situation that
a teacher do not know anything about students and propose
a teaching algorithm that teaching students by interacting a
lot with them. But the algorithm is not suitable for human
learners, since it needs a lot of interactions to obtain the op-
timized teaching set, which is time-consuming.

2.2 Teaching Humans
In the studies of intelligent tutoring systems (ITS), there is a
method called knowledge tracing (KT), which selects a cur-
riculum of learning materials for students. Knowledge trac-
ing traces the knowledge state of students based on their past
exercise performance. By doing this, it can predict students’
performance on future exercise and recommend suitable ex-
ercise for them. Bayesian knowledge tracing (Corbett and
Anderson 1994) is one of the most popular KT models. It
uses a Hidden Markov Model to model the changing process
of students’ knowledge states. As the development of deep
learning, Long Short-Term Memory network, and Memory
Augmented Neural Network has been used in Knowledge
Tracing (Piech et al. 2015; Zhang et al. 2017), and have ex-
cellent performance. Besides education, KT can also be uti-
lized in crowdsourcing tasks (Wang, Sun, and Han 2020) for
designing task allocation strategies on the basis of tracing
workers’ knowledge states.

However, knowledge tracing methods require a lot of his-
torical data to ensure the accuracy of the model. When
publishing annotation tasks to crowdsourcing platforms, re-
questers usually do not have sufficient historical data of
workers. In this case, we need to deal with the cold start
problem and design a learner model that does not need
historical data. Singla et al. (2014) models learners via a
Markov chain and uses a greedy algorithm to select teach-
ing examples for learners. Based on this strategy, Aodha
et al. (2018) introduces explanation into the teaching materi-

als by highlighting the parts of an image that are responsible
for the class label to help the student learn. Liu, Hou, and
Tang (2020) considers the fine-grained concepts of a learner
and uses graph neural network to estimate the learner’s abil-
ity. But these work feeds the learners with examples of fixed
order, which wastes the learners’ initiative. By considering
initiative of human learners, Peltola et al. (2019) studies a
sequential machine teaching problem, where the learner ac-
tively chooses queries and the teacher can only provides re-
sponses to them. However, when the number of teaching ex-
amples increases, it will be hard for a human learner to select
examples. So we introduce the reviewing mechanism, which
aims to utilize the initiative of learners while selecting an op-
timal teaching set.

3 The Preliminaries
3.1 Problem Description
Let X denote a set of examples (e.g. images), x ∈ X . Each
x has its label y(x) ∈ {−1, 1}. We use H to denote a fi-
nite set of hypotheses. Each element of H is a function
h : X 7−→ R. |h(x)| indicates how much confidence hy-
pothesis h has in the label of x. The label assigned to x
by hypothesis h is sgn(h(x)). Our target is to teach an ac-
tive human learner a hypothesis h∗, where for each x ∈ X ,
sgn(h∗(x)) = y(x). The way to teach human learners is by
showing them examples. We call A ⊂ X a teaching set if
a human learner learns h∗ after being taught with A. And
our goal is to find such a teaching set with minimal size.
To solve the problem, there are two major issues we need
to handle. First, since we do not know the learning process
of human learners, we need to model it. Second, with the
learner model, we need to design a teaching algorithm for it.

3.2 The STRICT Learner Model
The STRICT algorithm (Singla et al. 2014) is a classic teach-
ing algorithm for teaching humans and our learner model
is modified on it. Learners are modeled to carry out a ran-
dom walk in a finite hypothesis space H. At the beginning
of the teaching, a learner randomly chooses a hypothesis h1,
drawn from the prior distribution of P0(h). During teach-
ing, she will be presented with a sequence of examples along
with the corresponding true labels. After showing the learner
the tth example xt and its label yt, there could be two pos-
sible results. If (xt, yt) agrees with the prediction of the
learner’s current hypothesis ht (i.e., sgn(ht(xt)) = yt), the
learner keeps the hypothesis (i.e., ht+1 = ht). Otherwise, if
sgn(ht(xt)) 6= yt, the learner draws a new hypothesis ht+1

from the distribution Pt(h). Through the updating process
of the distribution, those hypotheses that disagree with the
ground truth of examples in the previous steps are less likely
to be chosen. The formula of calculating Pt(h) is given as
the following:

Pt(h) =
1

Zt
P0(h)

t∏
s=1

ys 6=sgn(h(xs))

P (ys|h, xs) (1)
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with normalization factor

Zt =
∑
h∈H

P0(h)
t∏

s=1
ys 6=sgn(h(xs))

P (ys|h, xs) (2)

P (ys|h, xs) describes how much the prediction of hy-
pothesis h agrees with (xs, ys):

P (ys|h, xs) =
1

1 + e−αh(xs)ys
, α > 0 (3)

When (xt, yt) strongly disagrees with the prediction
sgn(ht(xt)) (i.e., h(xs)ys takes a large negative value),
P (ys|h, xs) will be very small. Then the hypothesis h will
be more unlikely to be chosen. The parameter α > 0 con-
trols the effect of observing inconsistent examples. When
α → ∞, the hypotheses that disagree with (xt, yt) will be
completely abandoned.

4 Our Approach
4.1 A Teaching Form With Review Mechanism

Teacher

1. Give an example

2. Give an answer

3. Right or wrong

4. Next example

Learner
(a) Traditional teaching form

Historical learning data

4. Record 
Teacher

1. Give an example

2. Give an answer

3. Right or wrong

5. Next example

Learner

5. Review

(b) Our teaching form

Figure 1: The traditional teaching form and our teaching
form with review mechanism. In Step 5, by adding a his-
torical examples pool, the learner can decide whether to ask
for a new teaching example or review an old one.

As shown in Figure 1(a), in traditional work, the sequence
of examples is decided by the teacher (Singla et al. 2014;
Aodha et al. 2018). The teacher shows the learner one ex-
ample. Then the learner answers the teacher and receives the
correct answer from the teacher. Finally, the learner finishes
this example and asks for the next. In this teaching form, hu-
man leaners can only learn the examples one by one without
reviewing the historical examples.

We designs a new teaching form that can utilize the initia-
tive of human learners. Figure 1(b) shows the workflow of
our teaching form. In the fourth step, the teacher records the
example to the historical data pool. The learner also has ac-
cess to historical data. So in the fifth step, she can choose to
ask for a new example or review a historical one. We call the
human learners in our new teaching form the active learners
since they can actively choose which example to learn.

4.2 Active Learner Model
We now present the active learner model. At the beginning
of the teaching, the learner randomly picks a hypothesis
h1 ∈ H according to the prior distribution P0(h). During
teaching, she will be presented with a sequence of examples
along with the correct class label. Let SA denote an example
sequence generated from A ⊂ X by the learner, the exam-
ples in SA can be duplicated (|SA| = η|A|). At round t, after
receiving a new example or reviewing a historical example
st, the learner will switch her hypothesis ht to a new one
ht+1 based on the distribution Pt(h):

Pt(h) =
1

Zt
P0(h)

t∏
i=1

(A(si)B(si)C(si))
1
η (4)

with normalization factor

Zt =
∑
h∈H

P0(h)
t∏
i=1

(A(si)B(si)C(si))
1
η . (5)

The three functions A,B, C respectively represent three
factors that influence the updating of the hypotheses distri-
bution. The explanation is given as follows.
A: We use a(s) = −h(s)y to represent how much the

label y(s) disagrees with the learner’s prediction sgn(h(s)).
Then we can define

A(si) =
1

1 + eαa(si)
. (6)

Different from the traditional learner model (Singla et al.
2014; Aodha et al. 2018), the learner in our model always
draws a new hypothesis according to the distribution Pt(h)
after learning an example, even if the label y(s) agrees with
the prediction sgn(h(s)). That is because a hypothesis with
a correct prediction on s could also be a wrong hypothesis.
This small change improves the computing efficiency.
B: This function describes the influence of the diversity

between two adjacent examples. We suppose the learner will
get more information in the following two situations:
• The two adjacent examples are in different classes but

seems similar.
• The two adjacent examples are in the same classes but

seems different.
Let d(si, si−1) be the distance between si and si−1, since

the distance belongs to [0,+∞), we need to normalize it
first:

b(si) =
2

1 + eβd(si,si−1)
, β > 0 (7)

where yi is the label of si. We can see that b(si) ∈ (0, 1]
Then we can give the definition of B

B(si) =

{
1 i = 1
b(si) i > 1, yiyi−1 = 1
1− b(si) i > 1, yiyi−1 = −1.

(8)

C: Studies in industry engineering indicate that the qual-
ity of workers improve when they complete repetitive
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work (Adler and Clark 1991; Vits and Gelders 2002). And
the learning curve is a mature theory for describing such
improvements (Fioretti 2007). Our prior work shows that
the ability of crowdsourcing workers also follows a certain
learning curve (Wang et al. 2017).

We use exponential learning curve lc(k) = 1−e−γk(γ >
0) to represent how much a learner comprehends an exam-
ple when she sees the example k times. Then we can cal-
culate the benefits she obtains from the kth time by c(si) =
eγ−γk(si)−e−γk(si), where k(si) is the number of examples
that are the same to si in (s1, . . . , si). Since c(xi) ∈ [0, 1],
and a bigger c(si) makes more benefits to the decreasing of
the expected rate, which means smaller multipliers to distri-
bution Pt−1(h). Now we have:

C(si) = 1− c(si). (9)

η: Given a teaching set A of size |A|, the distribution
in Equation (1) updates |A| times. However, in our learner
model, the distribution of h updates |SA| times. We set the
length of SA to η|A|, which means each example is re-
viewed for η times on average. As for the probability dis-
tribution of a hypothesis after the learner seeing an exam-
ple, the effect of our teaching form is 1

η of the traditional
form. Therefore we adjust the multiplierA(si)B(si)C(si) to
(A(si)B(si)C(si))

1
η . This adjustment reduces the benefits

our learners gain from one example. Then we can compare
our method to traditional methods more fairly.

Besides defining the updating methods of the distribution
Pt(h), we need to model the process that a learner selects
examples. In other words, we should declare how SA is gen-
erated from A. Since the learner does not know what the
following instances are, she will not make a decision that
benefits her in the future. We suppose the learner’s strategy
follows a greedy algorithm, which always selects the exam-
ple that benefits the learner the most at that time.

4.3 Teaching Algorithm

Algorithm 1 ALTA
Input: X ,H, P0, ε
Output: A
1: A = ∅
2: while F (A) < E[err|∅]− P0(h

∗)ε do
3: x = argmaxx∈XF (A ∪ {x})
4: A = A ∪ {x}
5: end while

Given the learner model, how should a teacher choose ex-
amples to teach the learner the hypothesis h∗? In our learner
model, “teaching the learner h∗” is actually “increasing the
weight of h∗ in the distribution Pt(h)”, which also means
reducing the expected error-rate of the learner. Before solv-
ing this problem, we need to define some new notations.A is
a subset of X . The learning sequence of a learner who learns
A is SA. We set the length of SA as η|A|. Then we can write
the learner’s posterior after showing A as:

P (h|SA) =
1

Z(SA)
P0(h)

η|A|∏
i=1

(A(si)B(si)C(si))
1
η . (10)

The expected error-rate of the learner after seeing A to-
gether with the labels can be expressed as

E[err|SA] =
∑
h∈H

P (h|SA)err(h, h∗), (11)

where

err(h, h∗) =
|{x ∈ X : sgn(h(x)) 6= sgn(h∗(x))}|

|X |
(12)

describes the distance between h and h∗.
Given a limitation of error-rate ε > 0, our objective is to

find the smallest learning sequence S∗A achieving this error-
rate as below:

S∗A,ε = argmin |SA|, s.t.E[err|SA] ≤ ε. (13)

Since |SA| is determined by |A| (|SA| = η|A|), the opti-
mal SA must be generated from the smallest teaching set A.
The objective can be written as:

A∗ε = arg min
A⊂X

|A|, s.t.E[errL|S∗A] ≤ ε. (14)

However, the computation complexity of solving Equa-
tion (14) is NP-hard, which is intractable. We convert
this problem to a set cover problem. To solve this prob-
lem, we refer to the methods of solving set cover prob-
lem (Nemhauser, Wolsey, and Fisher 1978). The greedy al-
gorithm is an efficient approximation algorithm for the set
cover problem, and it also works for our problem.

At first, we need to define a new function F :

F (A) =
∑
h∈H

(G0(h)−G(h|SA))err(h, h∗), (15)

where

G(h|SA) = P0(h)

|SA|∏
i=1

(A(si)B(si)C(si))
1
η . (16)

G(h|SA) is the unnormalized posterior of the learner,
G0(h) = P0(h). We can prove the efficiency of the greedy
algorithm using the submodularity of F (A). Maximizing
F (A) helps us to approximate the optimal result. We call
the greedy algorithm Active Learner Teaching Algorithm
(ALTA) and describe it in Algorithm 1.

Let θ denote 2P0(h
∗)ε, Algorithm 1 terminates after at

most |A∗θ|log 2
θ steps with a set A such that E[err|SA] ≤ ε.

4.4 Hypothesis Space
Now we give a discussion about the hypothesis space H.
From the definition of the learner model, we can easily find
that H is an essential element in our model. Since we do
not know the H of a human learner, we need to simulate
it. In traditional researches, H is usually set as a set of lin-
ear functions (Singla et al. 2014). For instance, if a teach-
ing example x ∈ X is represented as a vector of features
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Figure 2: The hypotheses and teaching examples. The lines
are randomly generated hypotheses. The points are the
teaching examples. Each hypothesis divides the points into
two categories. The red line is the best hypothesis. The
marked points are chosen to teach the student.

x = (f1, f2, . . . , fn), the hypothesis h ∈ H is a vector of
the same length. The hypothesis h maps x to h · x, while
sgn(h · x) is the class of x under hypothesis h.

Besides settingH as a set of linear functions, we also need
to decide what functions should be in the set. Previous work
chooses the functions manually. And there is no criterion for
choosing the elements. In other words, they rely on their in-
tuition to construct the hypothesis space. However, a manual
method results in lower efficiency, and relying on intuition
means less robust. Our method avoids the problems above.
We only need to generate a large set of random hypothe-
ses. Figure 2 is an instance of the hypothesis space. The
lines are the hypotheses that are randomly generated. Each
of them divides the data points (examples x ∈ X ) into two
categories. And the marked points are the teaching examples
chosen by our algorithm.

5 Experiments
The section presents the experimental evaluation of our ap-
proach. The source code and data are publicly available1.

5.1 Datasets
We conducted experiments on both simulated learners and
real human learners with four datasets including Butterfly,
Chinese Character, Woodpecker and Breast Cancer, which
are widely used in existing work (Singla et al. 2014; Aodha
et al. 2018).

Butterfly Our first dataset is sampled from the iNatural-
ist species classification and detection dataset (Horn et al.
2017). It contains images of five different species of but-
terflies, i.e. “Monarch”, “Viceroy”, “Queen”, “Red Admi-
ral”, and “Cabbage White”. Figure 3(a) shows the examples
of the five categories of butterflies, where we can observe
that the first three species have many common features and
the last two are distinct in appearance. In total, there are

1https://github.com/Brickkkkkk/ALTA AAAI21

(a) Butterfly

(b) Chinese character (c) Woodpecker

Figure 3: Examples of butterfly, Chinese character, wood-
pecker datasets. The category in the red box is the class we
chose to classify.

2,224 images in the dataset, which uniformly distribute on
the five species. For each image, a task is designed to clas-
sify whether the butterfly shown in the image is “Monarch”.

Chinese Character Our second dataset is extracted
from CASIA Online and Offline Chinese Handwriting
Databases (Liu et al. 2011). It contains 717 images, each of
which contains one of three Chinese characters (i.e. “grass”,
“mound” and “stem”) handwritten with different styles. Fig-
ure 3(b) shows the three categories of Chinese characters.
These characters look very similar to each others, which in-
creases the classification difficulty. Similarly, for each image
in the dataset, a binary classification task is designed to rec-
ognize if the character is “grass”.

Woodpecker The images in our third dataset belong to
a publicly available dataset (Wah et al. 2011). There are
176 real images of three species of woodpeckers, i.e. “Red-
Bellied Woodpecker”, “Red-Cockaded Woodpecker” and
“Red-Headed Woodpecker”. And there are about 60 images
for each species. Three examples of them are shown in Fig-
ure 3(c). In this dataset, the task is to classify whether a given
image contains a “Red-Bellied Woodpecker” or not.

Breast Cancer The last one is the breast cancer
dataset (Dua and Graff 2017). There are 569 samples in this
dataset and each sample has 30 dimensions. Since there are
only feature vectors in this dataset and no images available,
we only conducted simulated experiments on this dataset.

5.2 Experimental Setup
In our experiments, we hope to answer the following four
questions:

• Can our method outperform the state-of-the-art methods?

• Is our method robust for any hypothesis space?

• Are B(x) and C(x) reasonable and effective?

• Is our new teaching form more time-consuming?
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(a) Without review (b) With review

Figure 4: The teaching interfaces of ALTA and traditional
methods. We introduce the review mechanism in the teach-
ing interface. Workers can see the examples they have
learned and their corresponding labels.

To answer the four questions, we compared our ALTA al-
gorithm with other algorithms for different types of hypothe-
sis spaceH. We also studied the performance of ALTA with
different parameters α, β, γ.

We conducted experiments with both simulated learners
and Amazon Mechanical Turk workers. In the simulated ex-
periments, we simulated 240 learners with two kinds of hy-
pothesis space H: random, cluster-random. The random hy-
pothesis space contains hypotheses generated randomly. The
cluster-random hypothesis space consists of two kinds of hy-
potheses. One is randomly generated hypotheses, the other is
clusters of hypotheses. Each hypothesis cluster can bracket
images of the same category together (the annotations can
be wrong). It is worth mentioning that there is always an op-
timal hypothesis that can classify all examples correctly in
all hypothesis spaces. And the optimal hypothesis is gener-
ated by SVM. We used Euclidean distance in B(x). For each
dataset, we sampled 80% of the examples in each category
as the teaching examples set X . We also created a test set
with the rest examples. The parameters of our learner model
was set as α = 0.5, β = 0.001, γ = 1, η = 3. We used
the teaching algorithm to select teaching examples from X .
After getting the teaching set A, we used A to teach the 240
learners and calculated their expected error on the test set.
We ran the algorithm under different teaching set size |A|
and plot the changing trend of the expected error. We also
studied the effectiveness of B(x) and C(x) by conducting an
ablation experiment.

In the experiments on AMT, since we do not know the
hypothesis space of AMT workers, we need to simulate a
learner first. We simulated a learner with random hypothesis
space and utilized the teaching algorithms for her. Then we
got different teaching sets from different algorithms. After
that, we released tasks on AMT. Figure 4 shows the differ-
ent interfaces between our method and traditional methods.
Each worker will answer a questionnaire of 30 tasks. The
first 10 tasks are teaching examples, and the worker will get
the right answers after answering them. The last 20 tasks
are testing tasks, which are used for estimating the expected
error rate. The interfaces of traditional methods are like Fig-
ure 4(a), where workers have no chance to review the pre-
vious images. And the interface of our method is showed in
Figure 4(b), in which we added a “history” module to help
workers review the historical examples.

We compared our ALTA method with two traditional
teaching algorithms and one baseline method.
• STRICT (Singla et al. 2014): A classic teaching algo-

rithm. This algorithm is a greedy algorithm used for
teaching the learner model introduced in Section 3.2.

• EXPLAIN (Aodha et al. 2018): The state-of-the-art algo-
rithm. The paper that proposed this algorithm introduced
the explanation of teaching examples into the teaching in-
terface. This algorithm is used for teaching the learners
who are taught with both images and their explanations.

• RANDOM: The baseline method, which randomly selects
the teaching examples.

5.3 Results
Results on Simulated Learners Figure 5(a) shows the re-
sults of the 120 simulated learners with random hypothe-
sis spaces. We calculated the average expected error on the
test set and our method outperforms all the other algorithms
on the four datasets. With the expansion of the teaching set,
the expected error gradually decreases to zero. Figure 5(b)
shows the results on cluster-random hypothesis spaces, in
which our ALTA algorithm demonstrates excellent perfor-
mance as well. The results can answer the first question.

Is our method robust in any kind of hypothesis space?
Since the hypothesis spaces are randomly generated, Fig-
ure 5(a) is enough to show the robustness of our algorithm.
To be more convincing, we also experimented on cluster-
random hypothesis space. The results show that our ALTA
algorithm is effective on the two automatically generated hy-
pothesis spaces.

Is it effective to introduce the B(x) and C(x) into the
learner model? To answer this question, we conducted an
ablation experiment. At first, we deleted B(x) and C(x)
in Equation 4 and found that our method can still out-
perform the other methods. This proved the effectiveness
of our teaching form. For example, suppose a learner re-
ceives a teaching set with two examples A and B. Let
η = 3. If she is taught with a traditional teaching form,
her learning sequence can only be (A,A,A,B,B,B) or
(B,B,B,A,A,A). But in our teaching form, she has more
choices (e.g., (A,B,A,A,B,B)). That is why our method
could outperform the other comparing methods even we
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(a) Random

(b) Cluster Random

Figure 5: Expected error of four algorithms on test sets. Fig-
ure (a) is the results of random hypothesis spaces. Figure
(b) is the results of cluster-random hypothesis spaces. The
horizontal axes represent the size of the teaching set. The
vertical axes are the expected error on the test set.

deleted B(x) and C(x). Then we studied the effectiveness
of B(x) and C(x) by adjusting one’s parameter while fixing
the other parameters. The results show that both of them can
improve the performance of our method. Finally we set the
parameters to α = 0.5, β = 0.001, γ = 1, η = 3.

It is worth noting that the EXPLAIN algorithm does not
outperform the STRICT algorithm in Figure 5. Maybe it
is because the hypotheses of learners are generated ran-

RANDOM STRICT EXPLAIN ALTA
Butterfly 67.50 64.82 59.56 70.18
Chinese 53.72 56.43 58.63 61.32
Woodpecker 70.14 74.32 73.45 78.40

Table 1: The accuracy of MTurk workers on the test images.

RANDOM STRICT EXPLAIN ALTA
Time (seconds) 118.63 118.32 127.68 120.33

Table 2: The average time that each strategy cost to teach
MTurk workers with 10 images.

domly. Since Aodha et al.(2018) did not conduct experi-
ments on simulated learners, we cannot compare our results
with theirs. But the effectiveness of EXPLAIN is verified in
the real human experiments.

Results on MTurk Workers We generated the teaching
set by teaching a simulated learner with random hypothesis
space. Then we conducted three tasks on AMT. Each task
contains 120 questionnaires of annotating images from one
of the three datasets in Figure 3. There are four kinds of
questionnaires (30 questionnaires each) generated from the
four algorithms. We paid $ 0.3 for each questionnaire for the
first task and $ 0.1 for each questionnaire for the other two
tasks. The results are shown in Table 1.

From Figure 1 we can see that ALTA has the best per-
formance in all the tasks. In the experiment on the butterfly
dataset, there is a weird result that the random algorithm out-
performs the other two algorithms. We guess it is because
the random algorithm had chosen a good teaching set by
chance. From the results of the woodpecker task, we can
see that STRICT outperforms EXPLAIN. This is because
the woodpecker dataset is too small, the explanations gener-
ated by CNN has low quality. The results show that our re-
view mechanism and ALTA teaching algorithm are efficient
in teaching human learners.

Is our new teaching form more time-consuming? We
calculated the average time we cost to teach a learner. Ta-
ble 2 shows the average time that the MTurk workers take to
learn the teaching set with 10 images. There is no significant
difference between our strategy and other strategies.

6 Conclusion
In this work, we propose a new form of teaching human
learners by adding a review mechanism which helps learn-
ers to choose the examples they need to learn further. With
this teaching form, we model the learning process of active
learners and design a greedy teaching algorithm ALTA. Our
experiments on both simulated learners and Amazon Me-
chanical Turk workers demonstrate the effectiveness and ro-
bustness of our approach. Our approach can be used to boost
the performance of human learners in a wide range of appli-
cations, e.g. online crowdsourcing and MOOCs.

This work mainly concerns binary classification tasks. In
future, we plan to extend our leaner model to support more
complex learning tasks, e.g. multi-classification tasks.
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