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Abstract
Since most facial emotion recognition (FER) methods signif-
icantly rely on supervision information, they have a limit to
analyzing emotions independently of persons. On the other
hand, adversarial learning is a well-known approach for gen-
eralized representation learning because it never requires su-
pervision information. This paper presents a new adversar-
ial learning for FER. In detail, the proposed learning enables
the FER network to better understand complex emotional el-
ements inherent in strong emotions by adversarially learning
weak emotion samples based on strong emotion samples. As
a result, the proposed method can recognize the emotions in-
dependently of persons because it understands facial expres-
sions more accurately. In addition, we propose a contrastive
loss function for efficient adversarial learning. Finally, the
proposed adversarial learning scheme was theoretically veri-
fied, and it was experimentally proven to show state of the art
(SOTA) performance.

Introduction
With rapid development of deep learning, facial emotion
recognition (FER) is being studied more and more actively.
Until now, FER based on several discrete emotion categories
has been dominantly developed (Vielzeuf, Pateux, and Jurie
2017). However, discrete domain FER is limited in captur-
ing the rich emotions of a person. For example, although
previous approach (Harmon-Jones et al. 2011) could judge
that a certain person’s emotion was anger, it could not catch
the strength of the emotion.

Arousal-valence (AV) domain FER technology which
represents and analyzes more sophisticated emotions are re-
ceiving much attention (Zafeiriou et al. 2017). Arousal indi-
cates how active the emotion is, and valence indicates how
positive or negative the emotion is. Note that AV labels are
classified as a regression task because they have continuous
values. Recently, several continuous domain datasets have
been released, and AV domain FER methods for the datasets
have been proposed (Mollahosseini, Hasani, and Mahoor
2017; Kossaifi et al. 2017).

However, conventional FER methods in AV domain have
a critical disadvantage. Since they (Kossaifi et al. 2020;
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Hasani, Negi, and Mahoor 2020) depend on supervision in-
formation, they tend to be biased toward given data, i.e.,
person-dependent. In particular, this phenomenon often oc-
curs in complex or strong facial expressions (Zeng, Shan,
and Chen 2018). For example, when a person’s emotion is
angry, meaningful changes occur in the lips and eyes, etc.
This change may vary depending on the intrinsic mood or
the other person’s emotions (Russell 2017). So, success-
fully capturing the diversity of such complex emotions is the
key to the person-independent FER. However, if the com-
pressed characteristics of persons/subjects is simply utilized
through a deep network, diversity analysis will become diffi-
cult. Therefore, an advanced learning for dealing with diver-
sity analysis plays an important role in designing a person-
independent FER model.

Inspired from (Goodfellow et al. 2014), this paper pro-
poses a new structure that learns the difference in emotional
intensity adversarially, and adopts the learned information
as auxiliary data for FER in the AV domain. Since the main
goal of adversarial learning is to understand the characteris-
tics of a target distribution, adversarial learning enables the
proposed network to better understand the embedding repre-
sentation of strong or complex emotions (Yang, Ciftci, and
Yin 2018). Thus, the proposed method is not only based on
the AV domain but also is independent of persons, so it can
recognize more sophisticated and generalized emotions.

Specifically, the proposed method consists of three steps
as shown in Figure 1: 1) Emotional binarization process
based on Otsu thresholding (arrow 1©), 2) adversarial learn-
ing based on critic network in latent feature space (arrows
2© and 3©), 3) AV domain emotion learning (arrow 4©).

Here, the strong and weak emotion image sets generated
through the binarization process include both facial expres-
sions as well as inner emotions, which stands out in rela-
tively strong emotions (Balconi, Vanutelli, and Finocchiaro
2014). In other words, changes in inner emotions that are not
revealed in facial expressions, such as hidden emotions, can
also be used for adversarial learning.

On the other hand, the loss function of the critic network
can be defined using Maximum Mean Discrepancy (MMD)
(Gretton et al. 2012) or Integral Probability Metric (IPM)
(Mroueh, Sercu, and Goel 2017), which quantifies and dis-
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Figure 1: The overview of the proposed method. 2© means discriminative learning of the loss function Lc defined by the
distributions of the two groups and margin α, and 3© means adversarial learning of the loss function Ladv defined only by the
weak emotional distribution. Here, the learnable parameters of the critic network are frozen. 4© indicates AV domain regression
of the loss function LAV defined by the output of FC layer.

criminates the difference in distribution. However, since
these metrics simply learn the two distributions in terms of
the difference of statistical means, they have limitations in
quantifying the embedding representation of complex emo-
tion elements (Arjovsky, Chintala, and Bottou 2017). Thus,
we define the loss function of the critic network by using
the contrastive loss function (Hadsell, Chopra, and LeCun
2006), which is useful for learning the distribution or rela-
tionship between individual samples and variational diver-
gence minimization (VDM) (Nowozin, Cseke, and Tomioka
2016). Like IPM, VDM can quantify the distribution differ-
ence and is considered a general form of adversarial learning
(Nowozin, Cseke, and Tomioka 2016). Also, since the con-
trastive loss function is computed using samples within a
margin, it can learn the features of the local distribution.

The contribution points of this paper are as follows.

• A new adversarial learning structure based on theoretical
analysis presents a new research orientation of continuous
domain FER.

• Although the proposed method does not utilize tempo-
ral information, it shows significantly better performance
than conventional schemes in video as well as static
datasets.

Related Work
Facial emotion recognition in AV domain: The basic ap-
proach to AV domain FER (Mollahosseini, Hasani, and
Mahoor 2017) is to solve a regression problem based on
convolutional neural networks (CNNs) such as AlexNet
(Krizhevsky, Sutskever, and Hinton 2012) and ResNet (He
et al. 2016). It was reported that multiple tasks of face de-
tection, smile prediction, and AV estimation could be si-
multaneously performed via fusion of a detection network
and a regression network (Jang, Gunes, and Patras 2019).
Recently, Kossaifi et al. proposed a factorized higher-order
CNN (FHC) that efficiently learns intra-frame and inter-
frame differences through decomposition of a convolution

operation (Kossaifi et al. 2020). However, since FHC fo-
cused on CNN computation rather than FER, it did not show
state-of-the-art (SOTA) performance. The latest BreG-NeXt
(Hasani, Negi, and Mahoor 2020) improved the residual
mapping structure so that it is not only light in terms of com-
putational cost, but also shows SOTA performance. BreG-
NeXt is getting a lot of attention because it performs best in
both the discrete and continuous domain FER.

Since conventional methods including BreG-NeXt were
designed based on direct matching between input images
and supervision information, they could learn even non-
facial features. In other words, they can depend on persons
rather than facial expressions by themselves. Some studies
tried to recognize emotions independently of persons by em-
ploying an adversarial learning structure (Zhang et al. 2018;
Cai et al. 2019). But, they were targeting at discrete FER.
Adversarial learning: Adversarial learning (Goodfellow
et al. 2014) emphasizes the roles of generation and discrimi-
nation tasks through adversarial relationship between gener-
ator and critic network. However, adversarial learning may
suffer from instability such as mode collapse, and is not
scale-invariant. As an approach to solve this problem, vari-
ous methods to effectively train the critic network have been
developed (Srivastava et al. 2019; Mroueh and Sercu 2017;
Nowozin, Cseke, and Tomioka 2016). FisherGAN (Mroueh
and Sercu 2017), which was inspired by Fisher discriminant
analysis and showed strength in terms of learning stabil-
ity and efficient computation, is a representative case where
IPM is used as a loss function of the critic network. GramNet
(Srivastava et al. 2019) adopted the difference in squared ra-
tio as a loss function based on the characteristics of MMD.
Using a variational method (Nguyen, Wainwright, and Jor-
dan 2010) to estimate ϕ-divergence, a VDM structure for
adversarial learning was proposed in (Nowozin, Cseke, and
Tomioka 2016).

Adversarial learning is less dependent on data because it
learns the relationship of latent features rather than supervi-
sion information. Thus, it can even analyze complex emo-

5949



tions that supervision information cannot represent.
Deep metric learning: Deep metric learning (DML) is a
method of learning the sample similarity through a specific
metric such as Euclidean distance. For instance, contrastive
loss and triplet loss are to learn similarity based on a pair of
samples (Schroff, Kalenichenko, and Philbin 2015). If a pair
has different class labels, the metric loss is learned so that
they are separated from each other, and vice versa.

Method
Notation and Fisher IPM
This section describes a principle of discriminative learning
in the critic network through Fisher IPM (Mroueh and Sercu
2017). Assume that a set of n-dimensional facial images and
their AV labels are defined as {(xi,yi)}Ni=1. The cardinal-
ity of this set is N . Each AV label consists of arousal ya
and valence yv . Let zi = (fc ◦ fe) (xi) ⊂ Z denote the d-
dimensional latent feature obtained from the i-th facial im-
age xi. Here, fe and fc denote the encoder and the critic
network, respectively. Also, letF be a set of measurable and
bounded real-valued functions on compact spaceZ . If P and
Q are given through two sets of arbitrary random probability
distributions on Z , the Fisher IPM by F is defined by

dF (P,Q) = sup
f∈F
{Ez∼Pf(z)− Ez∼Qf(z)} (1)

For convenience, the 2nd order regularization term of f is
omitted. Assuming that P and Q are distributions of strong
and weak emotions, respectively, the critic network can be
learned to discriminate the emotional intensity through emo-
tion vectors zs and zw obtained from P and Q.

Contrastive Adversarial Framework
The goal of the proposed method is to accomplish person-
independent learning by using discriminative learning of the
critic network and adversarial learning of the encoder net-
work as auxiliary information. First, design a loss function
for discriminative learning through ϕ-divergence that quan-
tifies distribution differences. The lower bound induced by
ϕ-divergence and variational method is defined as follows
(Nguyen, Wainwright, and Jordan 2010):

dϕ (P,Q) =

∫
Z
ϕ

(
P (z)

Q (z)

)
Q (z) dz

≥ sup
f∈F

Ez∼Pf(z)− Ez∼Qϕ
∗(f(z))

(2)

where ϕ : R+ → R is a convex, lower semi-continuous
function satisfying ϕ(1) = 0 and ϕ∗ indicates Fenchel
conjugate of ϕ (Hiriart-Urruty and Lemaréchal 2012). The
lower bound in Eq. (2) is equivalent to the shape of VDM
in (Nowozin, Cseke, and Tomioka 2016). Similar to Fisher
IPM, the lower bound can be learned to discriminate two
different distributions. If appropriate ϕ and upper bound dϕ
are chosen, the loss function can be computed within the
bounds guaranteed. Next, determine an appropriate upper
bound via Lemma 1 and transform the lower bound of dϕ.

Lemma 1. When dϕ in Eq. (2) is Chi-squared (χ2) distance
and the corresponding ϕ is properly chosen, Eq. (2) is re-
defined as follows:

dϕ (P,Q)

≥ sup
f∈F

Ez∼Pf(z)− 1

2
Ez∼(P+Q)f(z)− 1

4
Ez∼ P+Q

2
f2(z)

(3)
Proof. Please refer to section C of the supplementary mate-
rial of (Mroueh and Sercu 2017).

The first term of RHS of Eq. (3) consists of vectors ob-
tained from P, and the second term consists of vectors ob-
tained from P and Q. The third term can be regarded as a
regularization term as in (Mroueh and Sercu 2017). If a func-
tion f of F is a contrastive loss (Hadsell, Chopra, and Le-
Cun 2006) as in Eq. (4), the critic network can be trained so
that it increases not only the intra-class compactness of sim-
ilar vectors from P but also inter-class variability of different
vectors from P and Q.

fcont(zi, zj) = −ξi,jmax
{

0, ξi,j
(
D2(zi, zj)− α

)}
(4)

where max {0, ·} is the hinge function, D is the Euclidean
distance, and α is the margin (as with the contrastive loss,
α is applied only to the second term of Eq. (3)). As a group
indicator, ξi,j is set to 1 if zi and zj belong to the same
group, and −1 otherwise.

Therefore, discriminative learning of the critic network is
performed with the RHS of Eq. (3) as the loss function Lc
(line 6 of Algorithm 1). Note that the RHS of Eq. (3) satisfies
f = fcont and has χ2 distance. Based on (Nguyen, Wain-
wright, and Jordan 2005), which analyzed the relationship
between ϕ-divergence and hinge function, it is theoretically
reasonable to include fcont of Eq. (4) in F of Eq. (3).

On the other hand, adversarial learning of the encoder
network is based on the average of latent features as in
(Mroueh and Sercu 2017; Arjovsky, Chintala, and Bottou
2017): Ladv = − 1

Nw

∑Nw

i=1 zwi
(line 7 of Algorithm 1).

Here, Nw denotes the number of weak emotional samples
in the minibatch, and when Ladv is learned, the parameter
update of the critic network is temporarily stopped.

The critic network and the encoder network are alternately
trained. The encoder network trained with the help of the
critic network learns AV domain emotions together with the
FC layer (line 8 of Algorithm 1). This adversarial learn-
ing structure is called the contrastive adversarial framework
(CAF) in this paper.

However, Eq. (4) that cannot reflect the difficulty of learn-
ing in the latent space can cause overfitting phenomenon in
the later stage of learning. The adaptive margin to solve this
problem is designed as follows.
CAF with adaptive margin: The basic idea of designing an
adaptive margin is to jointly consider the dependence of two
groups in the latent space and the learning difficulty. The de-
pendence of two distributions is determined through mutual
information (MI) (Belghazi et al. 2018), and the learning
difficulty is determined by the confidence interval ∆ (Bal-
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Figure 2: The conceptual analysis of the impact of each fac-
tor of adaptive margin on discriminative learning. Black cir-
cles mean only MI is considered, and red circles mean MI
and confidence intervals are considered together.

subramani et al. 2019). As a result, the adaptive margin is
proposed by:

α̂ = MI(g(Zs), g(Zw)) + ∆ (5)

where Zs and Zw denote matrices composed of sets of zs
and zw, respectively. Gaussian kernel g(·) is applied so that
the joint distribution of Zs and Zw becomes a normal distri-
bution.

In Eq. (5), MI provides an appropriate difficulty level for
learning the critic network by reflecting the dependence of
Zs and Zw. ∆ defines the difficulty in the latent space as
empirical bias, which increases as the proportion of sam-
ples with the same class label in the margin area increases
(Balsubramani et al. 2019). That is, it gradually increases
as learning progresses. Therefore, ∆ provides an additional
lower bound to α̂ when MI is intractable in the later stage of
learning, especially when MI is close to 0.

Figure 2 conceptually describes the effect of each element
of α̂ on learning. At the beginning of learning, since MI has
a greater influence than ∆, α̂ is usually determined depen-
dently on MI (left of Fig. 2). On the other hand, the critic
network is trained such that the dependence of Zs and Zw is
lowered. So, if only MI is used in the later stage of learn-
ing, useful candidates may be missed (top right). At this
time, when ∆ is added, gradients of useful candidates that
MI could not consider can be used auxiliary (bottom right).

Entire Learning Procedure
Algorithm 1 describes the overview of CAF. First, the
thresholds of arousal and valence, i.e., δa and δv are deter-
mined by a famous Otsu algorithm (Otsu 1979), and the de-
cision threshold δr is calculated from δa and δv . Based on
δr, two distribution of strong and weak emotions, i.e., P and
Q are generated. Next, the sets of Xs and Xw sampled from
P and Q, respectively, are applied to compute Lc and Ladv ,
and then θc and θe are updated. Here, dθ represents the gra-
dient of θ. Lastly, LAV is optimized by the encoder network

that adversarially learns the embedding representation of the
critic network. Here, θr and θe are updated.

Further Analysis
Relationship between VDM and contrastive loss: Lc is
defined from Eq. (3), Eq. (4), and α̂.

Lc = sup
fcont∈F

E(zi,zj)∼P −D
2(zi, zj)

− 1

2
E(zi,zj)∼(P+Q)

(
α̂−D2(zi, zj)

) (6)

Here, the regularization term is omitted, and only the case
where the hinge function of Eq. (4) is greater than 0 is con-
sidered. From the VDM point of view, Lc learns such that
the difference between the first and second terms is maxi-
mized. If Eq. (6) is learned to minimize Lc, it can be re-
written as follows:

Lc = inf
fcont∈F

E(zi,zj)∼PD
2 (zi, zj)

+
1

2
E(zi,zj)∼(P+Q)

(
α̂−D2 (zi, zj)

)
= inf
fcont∈F

1

|P|
∑

(zi,zj)∼P

D2 (zi, zj)

+
1

2 |P + Q|
∑

(zi,zj)∼(P+Q)

(
α̂−D2 (zi, zj)

)
(7)

Monte Carlo estimation was applied to derive Eq. (7) in the
form of the sum of individual samples. From the perspective
of individual vectors, the first term of Eq. (7) is trained to
increase the intra-class compactness of vectors within the
same group, and the second term is learned to increase the
inter-class variability of vectors between different groups.

Note that if the assumption of f = fcont is added in Eq.
(3), the learning objectives of the lower bound of dϕ, i.e.,
VDM and contrastive loss become the same.
Analysis of adaptive margin: Let’s analyze the adaptive
margin α̂. If the joint distribution of two random variables
has the form of Gaussian distribution, the MI of α̂ can
be represented by MI(g(Zs), g(Zw)) = − 1

2 log(1 − η2).
Here, η indicates the correlation coefficient of g(Zs) and
g(Zw) (Gel’Fand and Yaglom 1959). ∆ of α̂ is defined by

∆ (N,K) = log
(
N
c

) 1
2K . Here, K is the number of samples

in the margin that is automatically determined by the empir-
ical bias. The confidence parameter c is set to 0.05. Thus,
the adaptive margin can be rearranged as follows:

α̂ = −1

2
log(1− η2) + log

(
N

c

) 1
2K

= log(1− η2)
− 1

2

(
N

c

) 1
2K

(8)

Eq. (8) can be interpreted as the product of correlation and
adaptive scale. If the scale factor does not exist, α̂ will ap-
proach zero when η2 has a small value close to zero. This
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Algorithm 1: Contrastive Adversarial Framework
1 Inputs: Parameters of encoder, critic, and FC layer

θe, θc, θr, learning rate ε, size of minibatch N ;
2 while θe, θc, θr converge do
3 Otsu threshold to decide δa and δv

Calculate decision threshold δr =
√
δ2a + δ2v

Decide two emotion distributions
Q(i) =

{
i | 0 ≤

√
y2ai + y2vi < δr

}
and

P(i) =
{
i | δr ≤

√
y2ai + y2vi < 1

}
,

i = {1, ..., N};
4 Sample Xw = {xwi}

Nw

i=1, xwi = xi ∼ Q
Sample Xs = {xsi}

N
i=Nw+1, xsi = xi ∼ P;

5 Feedforward Zs/w = (fc ◦ fe)
(
Xs/w

)
;

6 dθc ← ∇θcLc (Zs, Zw) (Eq. (6))
θc ← θc + εADAM (θc, dθc) Freeze θc;

7 dθe ← ∇θeLadv =

−∇θe 1
Nw

∑Nw

i=1 (fc ◦ fe) (xwi)

θe ← θe − εADAM (θe, dθe) Unfreeze θc;
8 (dθe , dθr )← ∇θe∇θrLAV =

∇θe∇θr 1
N

∑N
i=1 {(fr ◦ fe) (xi)− yi}

(θe, θr)← (θe, θr)− εADAM (θe, θr, dθe , dθr );
9 end

makes learning unstable. Otherwise, even when η2 becomes
close to 0, α̂ has a non-zero value. That is, ∆ not only in-
creases the stability of similarity learning, but also adap-
tively considers vectors useful for learning.

Experiments
Datasets
AffectNet (Mollahosseini, Hasani, and Mahoor 2017)
dataset consists of over a million images. Discrete categories
as well as AV labels of about 440, 000 static images are an-
notated. This is classified as a wild dataset because of its
complex background, illumination, and point of view.
AFEW-VA (Kossaifi et al. 2017) dataset is derived from the
AFEW (Dhall et al. 2016) dataset for the EMOTIW chal-
lenge. This dataset is constructed in video sequence units,
but AV labels are annotated in a frame basis.
Aff-Wild (Zafeiriou et al. 2017) dataset consists of about
300 videos of various experimental participants watching
TV shows and movies. The test dataset is not released. So,
a part of the training dataset is randomly selected and used
as an evaluation dataset in this paper, same as (Hasani, Negi,
and Mahoor 2020).

Training Configurations
Implementation details: All experiments were performed
on the Intel Xeon CPU and GeForce GTX 1080 TI, with five
training sessions per experiment 1. AlexNet and ResNet18

1Software is available at https://github.com/kdhht2334/
Contrastive-Adversarial-Learning-FER

Figure 3: Qualitative analysis on Aff-Wild dataset.

were used as the encoder network to learn facial feature in-
formation from scratch. The details of network structure are
described in the supplementary material. Encoder, critic, and
FC layers were optimized through the learning rate of Adam
(Kingma and Ba 2014) optimizer with 1e-4. The minibatch
size of AlexNet and ResNet18 were set to 256 and 128,
respectively. The parameters were updated through 50,000
iterations for the AffectNet and AFEW-VA datasets, and
100,000 iterations for the Aff-Wild dataset. We reduced the
learning rate by 0.8 times every 10k iterations. The emo-
tion grouping process using Otsu thresholding and the critic
network were used only in the training process, and only the
encoder and FC layers operated in the inference process (see
Fig. 1). On the other hand, in the experiments using the DML
dataset, the learning configurations of the base methods (Wu
et al. 2017) were referenced as they are.
Evaluation metrics: In this paper, root mean squared
error (RMSE) is a metric that quantifies the difference
between a label and the estimate: RMSE(y, ŷ) =√

E (y − ŷ)
2. Here, y and ŷ indicate the label and the es-

timate. Sign agreement (SAGR) metric measures the de-
gree of positive or negative emotions overall, which is
generally difficult to judge with RMSE: SAGR(y, ŷ) =
1
N

∑N
i=1 Γ (sign(yi), sign(ŷi)). Here, Γ is a Kronecker

delta function that outputs 1 if two inputs are the same, and
0 otherwise. Pearson correlation coefficient (PCC) is used as
a metric that quantifies the similarity between labels and es-
timates. PCC overcomes the disadvantage of RMSE, which
cannot take into account the proportion of outlier samples:
PCC = COV (y,ŷ)

σyσŷ
=

E(y−µy)(ŷ−µŷ)
σyσŷ

. Here, COV (·, ·) is
the covariance, µy and σy indicate the mean and standard
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Methods Backbone Params. RMSE PCC CCC
(V) (A) (V) (A) (V) (A)

(Mollahosseini, Hasani, and Mahoor 2017) AlexNet 61M 0.37 0.41 0.66 0.54 0.60 0.34
(Jang, Gunes, and Patras 2019) SSD w/ VGG16 - 0.44 0.39 0.58 0.50 0.57 0.47
(Kollias et al. 2018) VGG16 - 0.37 0.39 0.66 0.55 0.62 0.54
(Barros, Parisi, and Wermter 2019) AlexNet - - - - - 0.67 0.38
(Kossaifi et al. 2020) ResNet18 - 0.35 0.32 0.71 0.63 0.71 0.63
(Hasani, Negi, and Mahoor 2020) ResNeXt50 3.1M 0.2668 0.2482 0.78 0.86 0.74 0.85

Ours ResNet18 11M 0.2186 0.1873 0.86 0.85 0.83 0.84
AlexNet (tuned) 3.6M 0.2216 0.1916 0.81 0.86 0.80 0.85

Table 1: Results on the AffectNet dataset. ’(V)’ and ’(A)’ represent valence and arousal, respectively. AlexNet (tuned) is a
reduced model of FC layers of AlexNet.

Case Methods RMSE SAGR PCC CCC
(V) (A) (V) (A) (V) (A) (V) (A)

Static

(Kossaifi et al. 2017) 0.27 0.23 - - 0.41 0.45 - -
(Mitenkova et al. 2019) 0.40 0.41 - - 0.33 0.42 0.33 0.40
(Kossaifi et al. 2020) 0.24 0.24 0.64 0.77 0.55 0.57 0.55 0.52
Ours (ResNet18) 0.17 0.18 0.68 0.87 0.67 0.60 0.59 0.54
Ours (AlexNet (tuned)) 0.20 0.20 0.66 0.83 0.67 0.63 0.58 0.57

Temporal

ResNet18-3D 0.26 0.22 0.56 0.77 0.19 0.33 0.17 0.29
ResNet18-(2+1)D 0.31 0.29 0.50 0.73 0.17 0.33 0.16 0.20
(Kollias et al. 2019) - - - - 0.51 0.58 0.52 0.56
(Kossaifi et al. 2020)-scratch 0.28 0.19 0.53 0.75 0.12 0.23 0.11 0.15
(Kossaifi et al. 2020)-trans. 0.20 0.21 0.67 0.79 0.64 0.62 0.57 0.56

Table 2: Results on the AFEW-VA dataset.

deviation of y. Concordance correlation coefficient (CCC)
is a metric that quantifies similarity by fusing PCC and the
statistics of labels and estimates: CCC =

2σyσŷPCC(y,ŷ)

σ2
y+σ

2
ŷ+(µy−µŷ)

2 .

In order to learn AV domain emotions effectively, mini-
mization of RMSE and maximization of PCC/CCC should
be performed at the same time (Kossaifi et al. 2020).
Therefore, PCC and CCC terms are added to the final
loss function of the proposed FER: LAV = LRMSE +
ε (LPCC + LCCC). Here, LPCC = 1 − PCCa+PCCv

2 ,
LCCC = 1− CCCa+CCCv

2 , and ε = 0.5.

Performance Comparison
Quantitative evaluation: Table 1 shows the experimental
results for the AffectNet dataset. The proposed method is
better than the latest algorithms such as FHC (Kossaifi et al.
2020) and BreG-NeXt (Hasani, Negi, and Mahoor 2020).
For the ResNet18 backbone, the proposed method showed
0.05 lower RMSE than BreG-NeXt. Because of the direct
pipeline structure between the input and label supervision,
BreG-NeXt was negatively affected by some features other
than facial expressions. In addition, comparing the numer-
ical results of (Barros, Parisi, and Wermter 2019) where a
person-independent FER was first proposed, the proposed
method showed higher CCC(V) by up to 0.16. This demon-
strates the superiority of the proposed method in terms of the
ability to recognize emotions independently of persons.

Table 2 is the results for the AFEW-VA dataset. In this ex-
periment, various static methods as well as temporal meth-
ods were compared. Note that although the proposed method

never uses temporal information, it has achieved superior
RMSE(V) and PCC(V) than the SOTA temporal method,
i.e., FHC. This proves that FER focusing on emotional
changes like the proposed method is very competitive.

Table 3 depicts the generalization performance of the pro-
posed method through an experiment using the Aff-Wild
dataset. In all evaluation metrics except SAGR(V), the pro-
posed method outperformed BreG-NeXt. For example, in
terms of CCC(A), the proposed method showed improve-
ment of 0.25 over BreG-NeXt.
Qualitative evaluation: Figure 3 plots the predicted label
values on a frame basis. For this experiment, the evaluation
dataset of the Aff-Wild dataset was employed. The proposed
method catches up well with the ground-truth label flow hav-
ing significant fluctuations. Note that the estimated AV val-
ues match the actual facial expressions of the subject very
accurately. In addition, the visualization results using T-SNE
(Maaten and Hinton 2008) demonstrate that the proposed
method achieved person-independent FER and the proposed
discriminative learning was effective. This additional results
are described in the supplementary material.

Ablation Study
Impact of adversarial learning methods: In order to ana-
lyze the influence of adversarial learning on the overall per-
formance, various MMD and IPM-based techniques (Gram-
Net , SphereGAN, FisherGAN) (Srivastava et al. 2019; Park
and Kwon 2020; Mroueh and Sercu 2017) and the proposed
CAF were compared in Table 4. Adversarial learning in Ta-
ble 4 indicates a method that replaces Eq. (6) in Algorithm
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Methods RMSE SAGR PCC CCC
(V) (A) (V) (A) (V) (A) (V) (A)

(Hasani and Mahoor 2017) 0.27 0.36 0.57 0.74 0.44 0.26 0.36 0.19
(Hasani, Negi, and Mahoor 2020) 0.26 0.31 0.77 0.75 0.42 0.40 0.37 0.31
(Deng et al. 2019)∗ - - - - - - 0.58 0.52
Ours (ResNet18) 0.22 0.20 0.70 0.76 0.57 0.57 0.55 0.56
Ours (AlexNet (tuned)) 0.24 0.21 0.68 0.78 0.55 0.57 0.54 0.56

Table 3: Results on the Aff-Wild dataset.∗ indicates the results on Aff-Wild test dataset with ResNet50 backbone.

Methods Backbone Critic Params. RMSE SAGR CCC
(V) (A) (V) (A) (V) (A)

BreG-NeXt ResNeXt50 - 3.1M 0.2668 0.2482 0.77 0.82 0.74 0.85

Adversarial learning

ResNet18

- 10M 0.3687 0.3584 0.74 0.76 0.64 0.55
FisherGAN

11M
0.2221 0.1994 0.78 0.82 0.81 0.82

SphereGAN 0.2467 0.2152 0.77 0.78 0.77 0.80
GramNet 0.2251 0.1985 0.80 0.82 0.78 0.82

AlexNet (tuned)

- 3.0M 0.3712 0.3747 0.68 0.70 0.62 0.38
FisherGAN

3.6M
0.2437 0.2014 0.75 0.80 0.75 0.78

SphereGAN 0.2687 0.2212 0.72 0.78 0.72 0.79
GramNet 0.2360 0.2046 0.78 0.82 0.76 0.80

Ours w/ ∆ ResNet18

CAF

11M 0.2186 0.1873 0.80 0.84 0.83 0.84
AlexNet (tuned) 3.6M 0.2216 0.1916 0.79 0.84 0.80 0.85

Ours w/ constant κ ResNet18 11M 0.2289 0.2082 0.78 0.82 0.76 0.80
AlexNet (tuned) 3.6M 0.2422 0.2158 0.77 0.81 0.74 0.80

Ours w/ linear model κ′ ResNet18 11M 0.2201 0.1982 0.80 0.84 0.80 0.84
AlexNet (tuned) 3.6M 0.2255 0.1994 0.79 0.82 0.79 0.84

Table 4: Results of ablation study experiments using AffectNet dataset.

1 with the existing MMD or IPM. In this case, the backbone
of ResNet18 without critic showed 0.1 higher RMSE than
BreG-NeXt. However, when adversarial learning with the
GramNet structure added is applied, the proposed method
showed 0.04 lower RMSE(V) and 0.03 higher SAGR(V)
than BreG-NeXt. This proves that adversarial learning plays
a big role in improving FER performance.

In addition, ours with ∆ showed superior performance
than the other adversarial learning techniques. This indi-
rectly proves that the VDM-based contrastive loss function,
which learns the similarity from the perspective of individ-
ual samples, enables more effective learning than the IPM
that learns the overall distribution difference.
Further analysis of adaptive margin: The effect of the
confidence interval ∆ of the adaptive margin on the learning
of the critic network was analyzed. First, ∆ was replaced
with an appropriate constant κ (= 0.2), that is the best con-
stant. As in Table 4, RMSE increased compared to GramNet
when κ was used. This performance degradation is because
κ cannot take into account the density and statistical distri-
bution of vectors in latent space at all.

Next, we examined a linear model κ′ = 0.1 + (epoch)×
5e-3 by referring to the linearly proportional characteris-
tic of ∆. Here, epoch represents the number of times that
training has been completed for the entire dataset. As in Ta-
ble 4, κ′ was better than κ. However, its RMSE was still
higher than ∆. Thus, considering the distribution of the la-
tent space, useful samples can be found.
Grouping of emotion samples: To verify that Otsu algo-

rithm is nearly optimal for grouping emotional samples, we
calculated k cluster centers per domain using k-means clus-
tering (Kanungo et al. 2002), and averaged them to deter-
mine the decision threshold. We compared the experimental
results for k of 2, 3, and 5 with the results of ‘ours with ∆’
in Table 4. We observed a marginal difference of about 0.05
in RMSE, and only a slight difference of about 0.02 in CCC.
Although the Otsu algorithm is a non-learning approach, it
can cluster emotion samples effectively enough for the pro-
posed method.
DML with adaptive margin: Since most DML techniques
learn samples based on margin, the role of margin is very
important. So, we applied the proposed adaptive margin to
recent DML techniques and analyzed how much it affects
to reflect the statistical distribution of latent space. As a re-
sult, in recent DML techniques, the proposed scheme has
achieved the SOTA performance. Please refer to the supple-
mentary material for detailed experimental results.

Conclusion
While conventional methods tried to improve the perfor-
mance of the AV domain FER through the improvement
of CNN, the proposed method focused on learning the de-
gree of emotional change through adversarial learning. This
study will be a great inspiration to existing studies that have
concentrated only on the network structure. Also, this study
is valuable in that it proposed a novel contrastive loss func-
tion and proved its effectiveness in deep metric learning as
well as adversarial emotion learning.
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