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Abstract

Capturing the dependencies among different facial action
units (AU) is extremely important for the AU detection
task. Many studies have employed graph-based deep learning
methods to exploit the dependencies among AUs. However,
the dependencies among AUs in real world data are often
noisy and the uncertainty is essential to be taken into con-
sideration. Rather than employing a deterministic mode, we
propose an uncertain graph neural network (UGN) to learn
the probabilistic mask that simultaneously captures both the
individual dependencies among AUs and the uncertainties.
Further, we propose an adaptive weighted loss function based
on the epistemic uncertainties to adaptively vary the weights
of the training samples during the training process to account
for unbalanced data distributions among AUs. We also pro-
vide an insightful analysis on how the uncertainties are re-
lated to the performance of AU detection. Extensive experi-
ments, conducted on two benchmark datasets, i.e., BP4D and
DISFA, demonstrate our method achieves the state-of-the-art
performance.

Introduction
Analyzing and recognizing the facial expressions are signif-
icant to realize the natural human-robot interaction in the
field of artificial intelligence. Facial Action Unites (AU)
defined in the Facial Action Coding System (FACS) (Ek-
man 1997) characterize the facial muscle movements, which
underpin multiple facial expressions. Thus, researchers in-
creasingly conduct AU detection to estimate the human
emotion and facial behaviors (Danelakis, Theoharis, and
Pratikakis 2018; Wang, Hao, and Ji 2018).

Recently, deep neural networks (He et al. 2016; Simonyan
and Zisserman 2014; Ertugrul, Le Yang, and Cohn 2019)
have been the dominant methods to perform the computer
vision tasks with large scale datasets and high performance
computing. Many studies (Li, Abtahi, and Zhu 2017; Niu
et al. 2019a) employed deep neural networks to extract ap-
pearance features for AU detection and the performance has
been remarkably improved compared with traditional meth-
ods (Jiang, Valstar, and Pantic 2011; Simon et al. 2010).
Most of the existing deep learning methods for AU detection
are deterministic models, which rely on the large amount
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of training data with precise annotation. For AU detection,
the annotation of the ground truth requires strong domain
expertise and hence the annotations are often noisy (Zhang
et al. 2013). Besides, the annotations are often unbalanced as
some AUs appear frequently while other AUs rarely appear.
All these make the AU detection still a challenging task.

Typically, AU detection can be treated as a multi-label
classification task in terms of different AU types with some
intrinsic dependencies among different AUs. Rather than de-
signing more complex networks to learn features in a data-
driven manner to detect each AU independently, recent stud-
ies (Zhang et al. 2018; Wang et al. 2013) begin to exploit
the intrinsic dependencies among different facial muscles
due to the underlying facial anatomy and the need to form a
meaningful expression. For example, ‘raise cheek’ and ‘pull
lip corners’ generally appear simultaneously when we show
the happiness expression. On the other hand, ‘raise cheek’
and ‘stretch mouth’ are not likely to appear simultaneously.
Recently, more researchers (Niu et al. 2019a,b; Corneanu,
Madadi, and Escalera 2018; Wang, Gan, and Ji 2017) cap-
ture these dependencies among AUs with a graph, which
provides an effective way to combine the appearance fea-
tures with semantic dependencies. The graph-based method
can capture the complex geometric and semantic relation-
ships between nodes based on strong mathematical graph
theory (Chung and Graham 1997). Most of these existing
works about AU detection employ some prior knowledge
to define a fixed graph, which cannot effectively capture
the dynamic and individual dependencies among AUs. The
graph can also be learned by an end-to-end manner (Shi
et al. 2019), which can capture better graph dependencies
from the distribution of the data. However, it still assumes
the same graph structure for all images. Inspired by the at-
tention mechanism, the graph attention network (Veličković
et al. 2017) was proposed recently to focus on partial set
of the most relevant edges based on input, which can adap-
tively provide larger weight for the edge with high contribu-
tion in the graph. Although these methods provide effective
ways to exploit the individual dependencies among AUs and
can extract more discriminative features, most of them are
deterministic deep models for AU detection. Generally, the
deterministic model cannot effectively capture the data un-
certainty, including label noise, and cannot quantify its pre-
diction confidence.
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To overcome the limitation of deterministic model, we
propose to capture the dependencies among AUs in a prob-
abilistic manner. The probabilistic model can generally be
applied to capture the underlying uncertainties in the data
as well as in the model, which can provide more reliable
results and is robust to the noise. Furthermore, we parame-
terize the adjacency matrix of graph convolution such that
we can learn the intrinsic graph dependencies among AUs
from the data. Inspired by attention mechanism, we gener-
ate the probabilistic mask to adaptively vary the importance
of the dependencies among AUs for each input image. The
mean and the variance of the probabilistic mask depend on
the input such that the model can adjust the mean and mea-
sure the uncertainties based on the input. As a result, our
probabilistic model captures both the aleatoric uncertainty
of the data and the epistemic uncertainty of model. Finally,
we can use the estimated uncertainty to generate an adaptive
weighted loss function to vary the weights of training sam-
ples to effectively handle the data imbalance problem. Espe-
cially, we provide insight discussion about the relationships
between epistemic uncertainties and the performance, which
also validates the effectiveness of the proposed model.

The contributions in this paper can be summarized as fol-
lows:

• We propose an uncertain graph neural network that em-
ploys a probabilistic mask to simultaneously capture the
importance of the dependencies among AUs for each in-
put and estimate the prediction uncertainties.

• Based on the uncertainties, we propose an adaptive
weighted loss function, which varies the weights for train-
ing samples to address the data imbalance problem.

• Our method achieves the state-of-the-art performance on
two benchmark datasets, i.e., BP4D and DISFA.

Related Works
In this part, we will review some existing related works, in-
cluding the general deep models for AU detection, AU de-
tection with AU relationships modeling and graph neural
networks for AU detection.

Deep Models for AU Detection
Recently, most of works about AU detection are based
on deep models due to the powerful representation ability.
(Gudi et al. 2015) applied the deep convolutional neural net-
works to AU detection, which provided the discriminative
representation for spatial face features. (Shao et al. 2018)
proposed attention-based deep model to adaptively select the
regions with high contributions for joint AU detection and
face alignment. A multi-scale structure was also proposed
to represent the features from different levels to help AU
detection. (Tang et al. 2017) proposed to employ multiple
deep neural networks for multi-view facial AU detections.
(Tu, Yang, and Hsu 2019) integrated the identity informa-
tion into the training of deep neural network. The identity-
label facial images are used to solve the identity-based intro-
class variation of AU detection. (Li et al. 2019b) proposed a
self-supervised deep method to detect the AU occurrence in

videos. The muscle movement between two neighbor face
images was served as the self-supervisory signals to learn
the temporal representation. All these deep models are deter-
ministic, which can provide discriminative representation.
However, they don’t take into consideration of the underly-
ing uncertain information, which is significant for the real-
world AU detection.

AU Relationships Modeling
As observed in FACS (Ekman 1997), for specific expression,
some AU activations are strongly correlated such that many
previous works exploit the intrinsic dependencies among
AUs for AU detection. (Zhao, Chu, and Zhang 2016) pro-
posed to combine the region learning with multi-label learn-
ing in a unified deep network, which simultaneously cap-
tures the important region and the AU dependencies. (Cui,
Zhang, and Ji 2020) exploited the relationships between AU
labels via a Bayesian network to correct the noisy labels. The
improvement of the results demonstrated the importance of
AU relations. (Li et al. 2019a) proposed to learn an offline
graph from data, combined with the prior knowledge from
FACS so as to construct a knowledge graph coding the AU
correlations. Integrating the knowledge model and the deep
neural network in a unified framework is expected to learn
more consistent representation. (Walecki et al. 2017) ap-
pended a conditional random field (CRF) model to the end
of VGG model, and jointly learned the parameters. CRF was
applied to encoding the AU dependencies with deep learn-
ing. (Wang, Ding, and Peng 2020) utilized the dependencies
between AUs, the dependencies between expressions and
AUs, and the dependencies between facial features and AUs
for AU detection under nonfull annotation. Compared to of-
fline knowledge, learning the AU representation and seman-
tic knowledge together will obtain more consistent semantic
representation. Rather than employing the common relation-
ships, we propose to adaptively generate the relationships
based on data, which can better reflect the individual differ-
ences and exploit the intrinsic dependencies among AUs.

Graph Neural Network
Graph neural network (GNN) is a popular machine learn-
ing model based on the spectral theory (Chung and Gra-
ham 1997) that incorporates the dependencies between data
points. Recently, GNN has been widely applied to many
computer vision tasks, e.g., action detection (Yan, Xiong,
and Lin 2018), image classification (Defferrard, Bresson,
and Vandergheynst 2016) and objection tracking (Cui et al.
2018). Most existing works defined a constant graph struc-
ture based on prior information. (Niu et al. 2019a) em-
ployed graph convolution for AU detection with a constant
probabilistic matrix calculated from AU labels. (Shi et al.
2019; Song et al. 2018, 2020) proposed to directly learn
the graph during the end-to-end training. The learned graph
can better capture the dependencies between nodes in a
data-driven manner. (Fan, Lam, and Li 2020) integrated the
co-occurrences of different AU into graph neural network,
which dynamically computed the correspondences from fea-
ture maps of deep network. However, the constant graph
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Figure 1: (a): The framework to extract AU features; (b): The framework of uncertain graph convolution.

can’t characterize the individual differences for AU detec-
tion. (Veličković et al. 2017) proposed graph attention net-
works (GAT) that strengthen the links with high contribution
in graph, which provide a more flexible way to construct the
graph. All these methods are based on deterministic graphs,
which fails to reflect the underlying uncertain information.
For AU detection, the labels are often noisy such that ex-
ploiting uncertain dependencies is significant to obtain re-
liable results. Recently, (Zhang et al. 2019; Vaida and Patil
2020) employed Bayesian methods to capture uncertainty in
graph neural networks. In this paper, we build graph model
in a probabilistic way to simultaneously capture the depen-
dencies among AUs and the underlying uncertainties, where
uncertainties are used to weight the loss function to improve
the classification performance under imbalanced data.

Method
In this section, we will introduce the uncertain graph
neural network (UGN), which exploits the dependencies
among AUs and the underlying uncertainties simultane-
ously. Specifically, we obtain the AU features via ResNet18
(He et al. 2016) and employ the proposed uncertain graph
method to extract discriminative features for AU detection.
Further, we propose an adaptive weighted loss based on the
epistemic uncertainties to weight the training samples to al-
leviate the imbalance issue in the training data.

The Generation of AU Features

The first step for AU detection is to extract corresponding
effective deep appearance features for each AU. As shown
in Figure 1 (a), we use ResNet18 (He et al. 2016) as the
basic deep model to extract the AU features. We obtain N
feature vectors X = {x1, ..., xN} ∈ Rd×N corresponding
to N AUs from ResNet18. d is the dimension for each fea-
ture vector. Each feature vector is fed into a fully connected
layer to predict the probability of one specific AU. Here, the
predicted probability for the i-th AU can be written as

pi = sigmoid(wTi xi + bi), (1)

in which wi ∈ R1×d and bi ∈ R are parameters of i-th fully
connected layer and a sigmoid function is applied to output
the probability. For each AU, a binary cross-entropy loss is
employed. And the total loss contains all the loss functions
from each AU with a group of weights to balance the training

data. The total loss function can be written as

Lau = −
N∑
i=1

τi[y
′
i log pi + (1− y′i) log(1− pi)] (2)

where τi is the weight for the i-th AU to balance the training
data (Shao et al. 2018) and y′i is the ground truth for the i-th
AU, with 1 denoting AU appears and 0 denoting AU does
not appear.

Definition of the Uncertain Graph
A graph can be defined as G = {V, E}, in which V denotes
the nodes and E denotes the edges. Generally, the adjacency
matrix A ∈ RN×N can be applied to represent the relation-
ships among the nodes, i.e., the edges in a graph. N is the
number of nodes. (Defferrard, Bresson, and Vandergheynst
2016) constructed a constant graph based on the spatial dis-
tance between nodes and (Shi et al. 2019) proposed to learn
the graph from data. To adaptively capture the important de-
pendencies in a graph for each input, the graph attention net-
work (GAT) (Veličković et al. 2017) was proposed by em-
ploying a mask to select the useful edges and depress the
noisy edges. The graph convolution with the adaptive mask
can be written as

H =M � (D̃−
1
2 ÃD̃

1
2 )XTW, (3)

in which Ã = A+I is the adjacency matrix that includes the
self-connection for each nodes, I ∈ RN×N is the identity
matrix, H ∈ RN×dout is the output, � is the element-wise
production and D̃ is a diagonal degree matrix of Ã, with
D̃(i, j) =

∑
j Ã(i, j).A is a symmetric weighted adjacency

matrix to characterize the strength of the links and W ∈
Rd×dout is the parameter of neural networks. We also set A
to be the parameter that can be optimized during the training
process. To obtain a non-negative symmetric adjacency ma-
trix,A is reparameterized byA = ReLU(B+BT ), in which
B ∈ RN×N is a parameter matrix. Here, M ∈ RN×N is a
weighted mask characterizes the importance of the edges in
a graph and M , i.e., M(X), is dependent on the features of
nodes and it hence varies with input. Rather than employing
a deterministic model, we assume each element of M , i.e.,
Mij , is a random variable such that we can capture the un-
derlying uncertain information.Mi,j can be reparameterized
by

Mi,j = sigmoid(zi,j), (4)
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in which zi,j is a random variable that follows Gaussian dis-
tribution such that the conditional probability distribution of
zi,j can be written as

p(zi,j |X) = N (µi,j(X), σ2
i,j(X)). (5)

zi,j is dependent on the inputX such that we employ a map-
ping function to calculate the mean µi,j(X) and the standard
deviation σi,j(X) of zi,j that can be represented as

µi,j(X) = aµ[Pxi||Pxj ],
σi,j(X) = log(exp(aσ[Pxi||Pxj ]) + 1),

(6)

in which P ∈ Rd′×d is a parameter matrix, aµ ∈ R1×2d′

and aσ ∈ R1×2d′ are two parameter vectors and [||] de-
notes the concatenation operation. Given the input graph
features X , µi,j , i.e., µi,j(X) is employed to generate the
Mi,j , i.e., Mi,j(X), which adaptively measures the impor-
tance between the i-th node and the j-th node in graph. σ2

i,j
characterizes the uncertainty between the i-th node and the
j-th node. The probabilistic mask M can adaptively capture
the importance of the links in a graph by the mean and char-
acterize the uncertainties of the input data by the variance
simultaneously.

Learning the Uncertain Graph for AU Detection
For AU detection, we employ two graph convolutional lay-
ers with uncertain graph and a fully connected layer to pre-
dict AU occurrence. Since M is probabilistic matrix repa-
rameterized by latent variable matrix z, for the prediction,
we employ the expected probabilities over the distribution
of z to predict AU occurrence. The AU labels can be pre-
dicted by

p(yi|X) = Ez∼p(z|X)[p(yi|z,X)]

=

∫
p(yi|z,X)p(z|X) dz

≈ 1

S

S∑
s=1

f(A,Ms, X),

(7)

in which f(·) denotes two uncertain graph convolution lay-
ers, one fully connected layer and one softmax. S is the
number of samples. A is the learned adjacency matrix and
Ms = sigmoid(zs) is the adaptive mask for the s-th sam-
pling. Each element of z follows Gaussian distribution in
Eq. (5) and zs is the s-th sampled matrix from the random
variable matrix z. p(yi|X) is the expected probability over
z ∼ p(z|X) and the integral in Eq. (7) is intractable. We
hence use sample average from S samples to approximate
the expectation.

During the training, we should optimize the expected loss
function over the distribution p(z|X). However, the sam-
pling operation is not differentiable. We employed the re-
parameterization trick (Kingma and Welling 2013) such that
we can calculate the gradients to obtain an optimal p(z|X).
Each element of z can be represented as

zi,j = µi,j(X) + σi,j(X)εi,j , εi,j ∼ N (0, 1), (8)

in which εi,j is a random variable that follows standard nor-
mal distribution and εi,j is independent with the model pa-
rameters. Rather than directly generating a lot of samples to
estimate the distribution of εi,j for each training process, we
employ the stochastic method that samples one time for each
εi,j to obtain the sampled z, i.e., zs. Therefore, the total loss
function for one image X can be written as

LX =
N∑
i=1

Li = −
N∑
i=1

[y′i log(p(yi|zs, X))

+ (1− y′i) log(1− p(yi|zs, X))],

(9)

in which Li denotes the loss of the i-th AU and y′i is the
ground truth of the i-th AU.

Adaptive Weighted Loss Function Based on the
Uncertainties
The uncertainty can be divided into two types, i.e., aleatoric
uncertainty and the epistemic uncertainty. Aleatoric uncer-
tainty characterizes the uncertainties of intrinsic noise in the
data and epistemic uncertainty characterizes the uncertain-
ties of model. We can use our model to estimate these two
types of uncertainties. The uncertainties, especially the epis-
temic uncertainties, are related to the model performance.
As epistemic uncertainty measures data density in the train-
ing data, we employ a larger weight for the data with high
epistemic uncertainties to automatically counter data imbal-
ance.

The total uncertainties can be represented as the combi-
nation of aleatoric uncertainties and the epistemic uncertain-
ties. We can quantify the epistemic uncertainties by evaluat-
ing the mutual information (Depeweg et al. 2017) between
yi and z for the i-th AU by

I[yi, z|X]

= H[Ep(z|X)[p(yi|z,X)]]− Ep(z|X)[H[p(yi|z,X)]]

= H[ 1
S

S∑
s=1

p(yi|X, zs)]−
1

S

S∑
s=1

H[p(yi|X, zs)],
(10)

in whichH[p] = −(p log p+(1−p) log (1−p)) denotes the
function to calculate the entropy,H[p(yi|X)] is the total un-
certainty, Ep(z|X)[H[p(yi|z,X)]] is the aleatoric uncertainty
and I[yi, z|X] is the epistemic uncertainty.

During the training process, we divide the training data
into many batches and each batch contains K training sam-
ples. Before training every batch of data, we will estimate
the adaptive weights based on the epistemic uncertainties.
The adaptive weights can be calculated by

wk = 1 +
e
∑N

i=1 I[yi,z|X
k]∑K

k=1 e
∑N

i=1 I[yi,z|Xk]
(11)

in which wk is the adaptive weight for the k-th training sam-
ple,

∑N
i=1 I[yi, z|Xk] is the epistemic uncertainties for the

k-th training sample, which is the summation of the epis-
temic uncertainties of different AUs. And then, we can use
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AU F1-score Accuracy
ResNet18 ResNet-BL GN-D UGN UGN-B ResNet18 ResNet-BL GN-D UGN UGN-B

1 46.3 51.5 51.7 52.7 54.2 74.6 79.9 76.8 76.6 78.6
2 38.1 39.6 44.3 45.5 46.4 80.1 78.3 77.3 77.2 80.2
4 52.7 49.2 54.9 55.6 56.8 79.0 79.5 79.7 79.0 80.0
6 74.4 73.2 77.3 76.6 76.2 75.6 74.9 77.2 76.9 76.6
7 74.5 76.4 76.4 76.7 76.7 71.8 72.7 71.9 72.3 72.3

10 82.6 83.7 83.2 82.8 82.4 78.5 80.6 79.0 78.3 77.8
12 83.9 85.8 85.8 85.8 86.1 81.8 83.8 83.3 83.4 84.2
14 59.8 59.9 65.3 65.2 64.7 61.0 63.0 63.6 64.3 63.8
15 48.1 50.2 49.2 51.1 51.2 83.5 85.0 82.5 83.3 84.0
17 55.8 58.0 62.6 63.3 63.1 70.1 71.0 71.8 72.6 72.8
23 42.9 42.2 47.8 47.3 48.5 81.0 83.0 83.4 82.4 82.8
24 45.2 50.2 52.7 53.3 53.6 84.7 86.0 85.9 85.5 86.4

Avg 58.7 59.9 62.6 63.0 63.3 76.8 78.1 77.7 77.7 78.2

Table 1: The F1 score and the accuracy (in %) for the recognition of 12 AUs with different baseline methods on the BP4D data.

these adaptive weights to constrain the loss function to train
the model. The total loss function will be

L =

K∑
k=1

wkLXk , (12)

in which LXk is the loss for the k-th training sample, i.e.,
Xk. The hard training sample will have higher epistemic un-
certainty thus assigned a larger weight wk.

Experiment
Experiment Setting
Dataset We evaluate our method on two widely used bench-
mark datasets for AU detection, i.e., BP4D (Zhang et al.
2013) and DISFA (Mavadati et al. 2013).

BP4D is a facial AU dataset that contains 41 participants
with 23 females and 18 males. Each participant is involved
in 8 sessions such that there are totally 328 videos for these
41 participants. There are about 140,000 frames with AU la-
bels. 12 AUs are evaluated following the subject exclusive
3-fold cross validation, which is the same experiment proto-
col as (Shao et al. 2018) (Li et al. 2019a).

DISFA contains of 27 videos recorded from 15 males and
12 females and each subject has 4,845 images. For each im-
age, AU intensities from 0 to 6 are annotated. Follow the
same setting with the previous works (Shao et al. 2018) (Li
et al. 2019a), the image with intensities equal or greater than
2 are considered as the occurrence of AU. 8 AUs are evalu-
ated using subject exclusive 3-fold cross validation.

Evaluation Metrics We employed the F1 score and the
accuracy to estimate our method. F1 score is generally used
in binary classification, and involves the precision p and the
recall r. F1 score can be estimated by F1 = 2 p·r

p+r . For AU
detection, the F1 score of the positive category is presented.

Training Details We train the ResNet18 model to ob-
tain the AU features and ResNet18 is pre-trained on Ima-
geNet (Deng et al. 2009). For each image in this experiment,
we crop the face region and resize each cropped face into
256×256. During training to generate the feature vectors for
AUs, the facial images are randomly cropped to 224×224

for ResNet and the random horizontal flipping is also uti-
lized for data augmentation. The dimension of each AU fea-
ture, i.e., d, is 512. Given the extracted AU features, we
build two uncertain graph layers to predict AU occurrence.
The node dimension of the output of each uncertain graph
layer, i.e., dout is 64. The learning rate of the uncertain graph
model is set to 0.01 and the batch size for all experiments is
set to 16. We implement the uncertain graph neural network
with Tensorflow on a GeForce RTX 2080 GPU.

45.0
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53.0

57.0

61.0

65.0

1% 2% 5% 10% 20% 100%
��� ����

(a)

35.0
40.0
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��� ����
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Figure 2: The F1 scores (in %) of UGN and GN-D with 1%,
2%, 5%,10%, 20 % and 100% training data respectively on
BP4D and DISFA. (a) The result on BP4D; (b) The result on
DISFA.

Comparison with Baseline Methods
In this section, we provide the performance of some base-
line methods including the ResNet18, the ResNet18 with
balanced loss (Resnet-BL), the deterministic graph atten-
tion network (GN-D), the proposed uncertain graph neural
network (UGN) and the UGN with adaptive weighted loss
(UGN-B).

Table 1 has shown the F1 scores and the accuracies on
BP4D with the baseline methods and our proposed method.
The ResNet18 with balanced weights for the loss, i.e.,
ResNet-BL, achieves better performance than ResNet in
both F1 score and the accuracy on average, since these
weights alleviate the influence of the unbalanced data in
training dataset. Compared with ResNet-BL, the determin-
istic GN-D model has higher F1 score but lower averaged
accuracy. This is because ResNet-BL tends to correctly rec-
ognize more AUs with 0 state and GN-D tends to correctly
recognize more AUs with 1 state, i.e., AU occurrence. The
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AU F1-score Accuracy
ROI JAA ARL SRERL LP-Net UGN-B JAA ARL SRERL UGN-B

1 36.2 47.2 45.8 46.9 43.4 54.2 74.7 73.9 67.6 78.6
2 31.6 44.0 39.8 45.3 38.0 46.4 80.8 76.7 70.0 80.2
4 43.4 54.9 55.1 55.6 54.2 56.8 80.4 80.9 73.4 80.0
6 77.1 77.5 75.7 77.1 77.1 76.2 78.9 78.2 78.4 76.6
7 73.7 74.6 77.2 78.4 76.7 76.7 71.0 74.4 76.1 72.3

10 85.0 84.0 82.3 83.5 83.8 82.4 80.2 79.1 80.0 77.8
12 87.0 86.5 86.6 87.6 87.2 86.1 85.4 85.5 85.9 84.2
14 62.6 61.9 58.8 63.9 63.3 64.7 64.8 62.8 64.4 63.8
15 45.7 43.6 47.6 52.2 45.3 51.2 83.1 84.7 75.1 84.0
17 58.0 60.3 62.1 63.9 60.5 63.1 73.5 74.1 71.7 72.8
23 38.3 42.7 47.4 47.1 48.1 48.5 82.3 82.9 71.6 82.8
24 37.4 41.9 55.4 53.3 54.2 53.6 85.4 85.7 74.6 86.4

Avg 56.4 60.0 61.1 62.9 61.0 63.3 78.4 78.2 74.1 78.2

Table 2: The F1 score and the accuracy (in %) for the recognition of 12 AUs with the state-of-the-art methods on the BP4D
dataset. Since ROI and LP-Net do not report the accuracy results, we just show their F1-score.

AU F1-score Accuracy
ROI JAA ARL SRERL LP-Net UGN-B JAA ARL SRERL UGN-B

1 41.5 43.7 43.9 45.7 29.9 43.3 93.4 92.1 76.2 95.1
2 26.4 46.2 42.1 47.8 24.7 48.1 96.1 92.7 80.9 93.2
4 66.4 56.0 63.6 59.6 72.7 63.4 86.9 88.5 79.1 88.5
6 50.7 41.4 41.8 47.1 46.8 49.5 91.4 91.6 80.4 93.2
9 8.5 44.7 40.0 45.6 49.6 48.2 95.8 95.9 76.5 96.8

12 89.3 69.6 76.2 73.5 72.9 72.9 91.2 93.9 87.9 93.4
25 88.9 88.3 95.2 84.3 93.8 90.8 93.4 97.3 90.9 94.8
26 15.6 58.4 66.8 43.6 65.0 59.0 93.2 94.3 73.4 93.8

Avg 48.5 56.0 58.7 55.9 56.9 60.0 92.7 93.3 80.7 93.4

Table 3: The F1 score and the accuracy (in %) for the recognition of 8 AUs with the state-of-the-art methods on the DISFA
dataset.

learned adjacency matrix can capture the intrinsic depen-
dencies among AUs and the adaptive mask strengthens the
dependencies with high contributions depresses the noisy
dependencies based on different input data. Our proposed
UGN achieves better performance than GN-D in both F1
score and the average accuracy. The probabilistic representa-
tion adaptively captures the AU dependencies and the under-
lying uncertainties, which are helpful to mitigate the noise
labels and train a more robust model. With the adaptive
weighted loss, UGN-B achieves the best result in both F1
score and the average accuracy. The adaptive weighted loss
performs well on AU1, AU2 and AU23, which have more
imbalanced data distribution than other AUs. The improve-
ment of F1 score on imbalanced AUs demonstrates the ef-
fectiveness of the proposed adaptive weighted loss based on
the epistemic uncertainties.

Specifically, to further evaluate the effectiveness of the
propose probabilistic model under different amount of train-
ing data, we uniformly select partial training data to train
the ResNet18 and employ graph-based methods to predict
the AU occurrence. In Figure 2, we provide the F1 score us-
ing the proposed UGN and the GN-D with 1%, 2%, 5%,
10%, 20% and 100% training data respectively on BP4D
and DISFA. Especially, the proposed UGN even achieves
higher F1 score, i.e., 60.6 %, with 20 % training data than
that with 100 % training data. Selecting proper ratio of train-
ing data may reduce the noisy data and our UGN can benefit

from the selected data so as to extract more discriminative
features. The proposed uncertain graph method outperforms
the deterministic graph method, which demonstrates that the
UGN has better generalization capability than deterministic
graph model.

Comparison with State-of-the-art
We compare our proposed uncertain graph method against
the state-of-the-art methods for single-image based AU de-
tection on BP4D and DISFA. These methods include ROI
(Li, Abtahi, and Zhu 2017), JAA (Shao et al. 2018), ARL
(Shao et al. 2019), SRERL (Li et al. 2019a) and LP-Net (Niu
et al. 2019b). Specifically, all these methods are deep learn-
ing methods. To provide a fair comparison, we employ the
results of ROI, JAA, ARL, SRERL and LP-Net reported in
(Li, Abtahi, and Zhu 2017; Shao et al. 2018, 2019; Li et al.
2019a; Niu et al. 2019b)

Table 2 provides the F1 score and accuracy results of
different state-of-the-art methods. Our method achieves the
highest averaged F1 score and average accuracy on DISFA.
On BP4D, our method achieves the highest F1 score and
JAA has higher averaged accuracy than our method. This is
because JAA correctly recognizes more AUs with 0 state and
our method tends to correctly recognize more AUs with 1
state, i.e., AU occurrence. ROI and JAA are all deep models
to adaptively select the region of interest for AU detection.
Our model adaptively selects the important dependencies in
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Figure 3: The histograms of the epistemic uncertainties with the accuracies for 12 AUs on BP4D. The horizontal axis represents
the uncertainties from low to high and the vertical axis is the accuracy.

Figure 4: The epistemic uncertainty distribution for our
UGN model on BP4D dataset.

a graph, which takes into consideration of the relationships
among AU. ARL also takes advantage of the relation among
AUs, and both SRERL and LP-Net integrate the semantic in-
formation to the graph convolution to capture the graph de-
pendencies among AUs. Compared with these deterministic
models to capture the relationships among AUs, our prob-
abilistic uncertain model achieves better results since our
model can characterize more uncertain information to mit-
igate the noise data and noise labels. Especially for the AUs
with lower F1 scores, like AU1 and AU2, our method can
work better. All these results demonstrate the effectiveness
of our probabilistic model.

Uncertainty Analysis
To further investigate the relationships between the epis-
temic uncertainties and the accuracies, we provide the his-
tograms of the epistemic uncertainties with the accuracies
for 12AUs on BP4D dataset, which have been shown in Fig-
ure 3. For each AU, we divided the testing data of the first
fold into equal 20 bins from low uncertainties to high uncer-
tainties, which means that each bin contains the same num-
ber of testing data. And then, we calculate the accuracy of

each bin. We can see that the epistemic uncertainties of AUs
are strongly related to the accuracies. For each AU, the data
with high epistemic uncertainties tend to have low accura-
cies and the data with low epistemic uncertainties tends to
have high accuracies such that it is reasonable to find the
hard samples based on epistemic uncertainties so as to alle-
viate the influence of imbalance data. The adaptive weighted
loss relies on the relations between the uncertainties and the
accuracies.

In Figure 4, we present the epistemic uncertainty distri-
bution for our UGN model on BP4D dataset. The horizontal
axis of Figure 4 characterizes the epistemic uncertainties and
vertical axis represents the frequency, i.e., data density. Fur-
ther, we visualize some examples to figure out the difference
between the facial images with high epistemic uncertainties
and the facial images with low epistemic uncertainties. We
can see clearly that the epistemic uncertainty negatively cor-
relates with the data density. For the facial images with low
epistemic uncertainties, most of AUs do not appear. But for
the facial images with high epistemic uncertainties, there are
rich expressions and multiple AUs are activated. Generally,
for AU detection, the data is unbalanced and there are only a
small percentage of positive samples. Typically, these posi-
tive samples are extremely important to train a robust model.
Based on these relations, we provide larger weights for these
images with high epistemic uncertainties, which helps im-
prove the performance of our model.

Conclusion
In this paper, we introduce probabilistic uncertain graph
model and the adaptive weighted loss function to train the
model. The probabilistic mask adapts the graph to individual
images and captures the underlying uncertain information.
Further, we use the epistemic uncertainties to select the hard
training samples, which can alleviate the unbalanced data
problem. Especially, for these AUs with lower F1 scores,
like AU1 and AU2, our method works better. Experiments
on benchmark datasets show the effectiveness of our model
and we hope the proposed UGN model can inspire more re-
searches on exploiting the uncertain information to more ap-
plications.
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