
Parameterized Logical Theories

Fangzhen Lin
Department of Computer Science & HKUST-Xiaoi Joint Lab

The Hong Kong University of Science and Technology
Clear Water Bay, Kowloon, Hong Kong

flin@cs.ust.hk

Abstract
A theory in first-order logic is a set of sentences. A param-
eterized theory is a first-order theory with some of its pred-
icates and functions identified as parameters, together with
some import statements that call other parameterized theo-
ries. A KB is then a collection of these interconnected pa-
rameterized theories, similar to how a computer program is
constructed as a set of functions in a modern programming
language. In this paper, we provide a translational semantics
for these parameterized theories in first-order logic using the
situation calculus. We also discuss their potential uses in ar-
eas such as multi-context reasoning and logical formalization
of computer programs.

Introduction
In AI, first-order logic and its variants have been widely used
in KR. Central to this use is the construction of a KB, which
is normally a logical theory, i.e. a set of sentences, for the do-
main of interest. When the domain of interest is complex and
diverse, it is often desirable to organize its KB in some mod-
ular ways. A simple approach is to organize it as a hierarchy
of smaller ones (e.g. (Hendrix 1975; Carnegie Group 1985;
Lenat 1995; Lifschitz and Ren 2006)). The hierarchy can
be in terms of refinement, abstraction, or some input/output
relationship. Another approach is to treat the KB as a col-
lection of contexts that are connected by some meta-axioms
or rules to connect these contexts (e.g. (McCarthy 1993;
Giunchiglia 1993; Giunchiglia and Serafini 1994; McCarthy
and Buvac̆ 1997; Brézillon 1999; Ghidini and Giunchiglia
2001)).

In this paper, we propose a notion of parameterized the-
ories and consider a KB to be a collection of such theories.
Informally, a parameterized theory is like a first-order the-
ory but with some of the predicate and function symbols in
it identified as parameters, and these parameters can be re-
placed when called from another theory. Like contexts, there
are no built-in hierarchies in our framework. Unlike con-
texts, there are no separate meta-axioms or rules. As we will
see, to connect some parameterized theories, one can define
a new one that “calls” these theories.

In a sense, parameterized theories are like functions in
computer programming languages: they can call and be
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called by others. In fact, our motivation for this work came
from a recent work by Lin (2016) that translates a proce-
dural program to a first-order theory. While trying to ex-
tend Lin’s approach to more complex programs, including
those involving functions with side effects, we encountered
the need for embedding a logical theory inside another one,
for the reason that if a function P in a program is formalized
as a logical theory, then when another function Q calls P ,
there must be a way for the theory of Q to access the the-
ory of P . We will outline how our notion of parameterized
theories can be used to address this issue.

The rest of the paper is organized as follows. In the next
section, we define the syntax of parameterized theories, and
illustrate it with examples. We then propose a formal seman-
tics that translates a set of parameterized theories to a set of
first-order theories in the situation calculus, by viewing the-
ory calls as actions. This is the main technical contribution
of the paper. We next describe some possible applications,
discuss related work, and then conclude the paper.

Parameterized Theories
We consider parameterized theories in first-order logic. Each
parameterized theory can have its own language which is
a set of function (including constant) and predicate sym-
bols. We use lambda notation to denote anonymous func-
tions and relations. A lambda expression is one of the form
λx1...λxk.E, where E is either a term or a formula that has
x1, .., xk as the free variables. IfE is a term, then it defines a
k-ary function. If it is a formula then it defines a k-ary pred-
icate. For example, if f is a binary function and g a unary
function, then λx.f(x, g(x)) is an anonymous unary func-
tion defined by the following equation:

∀y.(λx.f(x, g(x)))(y) = f(y, g(y)).

Similarly, if P is a binary predicate, then λx.∃yP (x, y) is
an anonymous unary predicate such that (λx.∃yP (x, y))(z)
is true iff ∃yP (z, y) is true.

As we mentioned, a parameterized theory is essentially a
first-order theory with some of the functions and predicates
in it designated as parameters that can be replaced when it is
called or imported into another theory.

Definition 1. Given a language L, a parameterized the-
ory C(p1, ..., pn) consists of a unique name C, a tuple
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(p1, .., pn) of formal parameters, which are distinct predi-
cate and function symbols in L, and a set of axioms which
are either first-order sentences in L or import statements of
the form

C ′(t1, ..., tm), (1)

where

• C ′ is a parameterized theory with some formal parame-
ters q1, ..., qm;

• t1, ..., tm, called the actual parameters, are expressions
(terms, functions, predicates, or lambda expressions) of
the same types as q1, ..., qm, respectively.

Notice that the qi’s are in the language of C ′ (the callee),
and ti’s in the language of C, the caller. One can read the
import statement (1) as: import C ′ with each formal param-
eter qi replaced by the actual one ti, 1 ≤ i ≤ m.

In the following, we use the following format

Parameterized Theory C(p1, ..., pn) :

ϕ1,

...
ϕm

to define a parameterized theory whose name is C, whose
parameters are p1, ..., pn, and whose axioms are ϕ1, ..., ϕm.
Unless otherwise stated, the language of this theory is taken
to be the set of function and predicate symbols that are men-
tioned in the first-order axioms of the theory.

We also use the convention that free variables in a dis-
played formula are universally quantified from outside so
for example,

P (x) ⊃ Q(x)

stands for ∀x.P (x) ⊃ Q(x).

Example 1 The following is a parameterized theory for a
syllogism, a generalization of modus ponens:

Parameterized Theory Syllogism(a, prem, concl):

prem(a),

prem(x) ⊃ concl(x),

where a is a constant symbol and a parameter of the pa-
rameterized theory, and x is a variable, thus universally
quantified from outside.

This is a base (primitive) parameterized theory that has no
import statements. The following parameterized theory uses
Syllogism. It has an import statement but no first-order ax-
ioms of its own:

Parameterized Theory SocrSyll():

Syllogism(Socrates,man,mortal),

where Socrates is a constant, and man and mortal
unary predicates. One can expect that parameterized theory
Syllogism will entail concl(a), and as a result, SocrSyll()
will entail mortal(Socrates).

A parameterized theory can call another one multiple
times. For example, the following import statements can all
be in the same parameterized theory:

Syllogism(Socrates,man,mortal),

Syllogism(Xenophon,man,mortal),

Syllogism(Tweety, bird, fly).

There is also no guard against inconsistent calls, like:

Syllogism(Tweety, bird, fly),

Syllogism(Tweety, penguin, λx.¬fly(x)).

Example 2 Parameterized Theories can call each other, like
mutually recursive functions. The following is a trivial ex-
ample on a language with only propositional symbols (0-ary
predicates).

Parameterized Theory Prop1(p): Prop2(p).
Parameterized Theory Prop2(p): Prop1(¬p).

It may appear that these two mutually recursive calls will
result in a contradiction. But if one follows the call chain:
Prop2(p) → Prop1(¬p) → Prop2(¬p) → ..., it is more
like a loop that never terminates. We’ll see that under our
semantics, these two theories are the same as tautology.

Semantics
Given a parameterized theory C(p1, ..., pn), a symbol in its
language is called a local symbol if it is not a parameter.

Local symbols are supposed to be existentially quantified.
For example, given

C(p) : p ≡ q,

the following two calls to it in another parameterized theory:

C ′(r) : C(r), C(¬r)

should not lead to a contradiction as the local symbol q is
supposed to be existentially quantified. For example, C ′(r)
in this case can be formalized as

∃q(r ≡ q) ∧ ∃q(¬r ≡ q), (2)

which is a tautology.
In general, local symbols can be functions and predicates.

Quantifying over them will lead to second-order axioms. In-
stead of existential quantification, we can introduce a fresh
new name for each local symbol every time a parameterized
theory is called. For example, C ′(r) can also be formalized
as

(r ≡ q1) ∧ (¬r ≡ q2). (3)
Notice that (2) and (3), while not equivalent in general,
are equivalent if restricted to the language of C ′: forgetting
about q1 and q2 in (3) (Lin and Reiter 1994) also yields tau-
tology.

In this paper we adopt the renaming approach, and pro-
pose a systematic way of renaming parameters and local
symbols by introducing special situation objects to book-
mark parameterized theory calls. The idea is similar to how
function calls are implemented in programming languages
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with so called activation records. Of course, we do not use
these data structures. Our semantics is entirely declarative.

We begin by adding a new situation sort S to the language.
Variables of this sort will be named using s, like s, s′, s1
etc. Unary functions from S to S will be named using µ,
like µ, µ′, µ1 etc. These unary functions are the ones that
will be used to bookmark parameterized theory calls, as we
will see shortly. For those familiar with the situation calcu-
lus (McCarthy 1968; Reiter 2001; Lin 2007), these unary
functions are like actions. We assume a special constant S0,
the dummy situation from which new situations are created
using unary functions µ1, µ2, etc.

Given a symbol p(~x) in the language of a parameterized
theory, we extend it with a sort S argument. Informally
p(~x, s) denotes the value of p(~x) inside the parameterized
theory that is called in situation s. This way of extending a
predicate or function with a new situation argument is stan-
dard in the situation calculus.

Our proposed semantics maps a parameterized theory C
to two sets of axioms: one for reasoning within the parame-
terized theory and the other for reasoning about the parame-
terized theory when it is called. We call the first set the pri-
mary theory of C and denote it by PT (C). We call the the
latter the situational theory of C and denote it by ST (C).
We now describe how to construct these two sets.

To simplify our notation, without loss of generality, we as-
sume that there is no overlap between the languages of any
two different parameterized theories. This can be achieved
by symbol renaming using a uniform scheme like adding a
unique name as the prefix to every symbol in a parameter-
ized theory.

Intuitively, the primary theory ofC is just the normal first-
order axioms in it, plus when there is an import statement in
it, the axioms that pass the actual parameters to the called
theory by creating a unique calling context:
Definition 2 (Primary Theory of a Parameterized The-
ory). Given a parameterized theory C, its primary the-
ory PT (C) consists of the first-order axioms in C and for
each import statement C ′(t1, ..., tn) in it with the prototype
C ′(p1, ..., pn), the following axioms:

∀~x.ti(~x)
.
= pi(~x, µ(S0)), 1 ≤ i ≤ n, (4)

where µ : S → S is a new unary function introduced for this
call, and ti

.
= pi is ti = pi if pi is a function, and t1 ≡ pi if

pi is a predicate.
The situational theory of C, written ST (C), is obtained

from its primary theory by extending all symbols in C with
a situation argument s and universally quantifying over it
from the outside.
Definition 3 (Situational Theory of a Parameterized The-
ory). Given a parameterized theory C, ST (C) is defined as
follows:

ST (C) = {∀s.ϕ[s] | ϕ ∈ PT (C)}, (5)

where ϕ[s] is obtained from ϕ by the following substitutions:
• Replace S0 by s;
• for each symbol p, replace its every occurrence p(~t) by
p(~t, s), where ~t does not contain sort S .

Intuitively, ϕ[s] means ϕ holds in s, and is applied only to
a formula ϕ that does not mention any other situation term
except S0. For example, (f(a, g(b, S0)) = f(c, x))[s] is

f(a(s), g(b(s), s), s) = f(c(s), x, s),

assuming a, b, and c are constants, g and f functions, and x
a variable.

Given a collection of parameterized theories, its semantics
is then the union of the translated theories of all the parame-
terized theories in the collection. However, when reasoning
about a specific parameterized theory, there is no need to
consider all other theories, only those that may potentially
be called by it.

Given a parameterized theory C, we say that C depends
on C ′ if C calls C ′ or C calls a parameterized theory C ′′

such that C ′′ depends on C ′, i.e. the transitive closure of “C
calls C ′”. Given a C, let

Dep(C) = {C ′ | C depends on C ′}.
Notice that it is possible for C ∈ Dep(C) for some C.
Definition 4. Let C be a parameterized theory. The trans-
lated theory of C, written Σ(C), is defined as the following
first-order theory:

Σ(C) = PT (C) ∪ ST (C) ∪⋃
C′∈Dep(C)

(PT (C ′) ∪ ST (C ′))

In the following we consider the semantics of C to be
Σ(C). For example, we say that C is a consistent parame-
terized theory if Σ(C) is a consistent first order theory. We
say that C entails a sentence ϕ, written C |= ϕ by over-
loading the classic entailment symbol “|=”, if Σ(C) |= ϕ in
first-order logic.

The following theorem says that for reasoning about sen-
tences in the langauge of C, we only need PT (C) and
ST (C ′) from those C ′ that C depends on.
Theorem 1. Let C be a parameterized theory and ϕ a sen-
tence in C. We have that

Σ(C) |= ϕ iff T (C) |= ϕ,

where

T (C) = PT (C) ∪
⋃

C′∈Dep(C)

ST (C ′)

Proof. The “if” direction is trivial. We show the “only if”
part. Suppose T (C) |= ϕ is not true, and M is a model that
satisfies T (C) but not ϕ. From M , we construct a model
M ′ that satisfies Σ(C) but not ϕ. Notice that a symbol p in a
language has two versions: its original one and the extended
one p(s). M ′ has the same domains as M . For each p, there
are two cases:

1. p is in C. M ′ interprets p the same as M does. If C ∈
Dep(C), then M ′ also interprets p(s) the same as M
does. Otherwise, M ′ interprets p(s) the same as p by ig-
noring the last argument s.

2. p is in a different parameterized theory C ′. M ′ interprets
p(s) the same as M does, and p the same as p(S0).
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Under this construction, one can verify that M ′ is a model
of Σ(C). It does not satisfy ϕ as M does not. Notice how
the unique role that S0 plays in the construction of M ′.

The following result says that when there is no recursive
calls, our semantics works like macro or inline expansions.
For simplicity, it’s given for the basic case of a theory call-
ing another base theory. Again, without loss of generality,
we assume the two theories have no common predicates and
functions. Our proof makes use of forgetting, and is omitted
here for lack of space.

Theorem 2. Let C(~p) and C ′(~q) be two parameterized the-
ories that do not have overlap in their languages. Suppose
C has a single import statement C ′(~t) and C ′ has no import
statement. For any formula ϕ in the language of C, C |= ϕ
iff Expand(C) |= ϕ, where Expand(C) is the conjunction
of the first-order axioms in C and C ′, with each qi in ~q re-
placed by its corresponding ti in ~t in the axioms of C ′.

Examples
We now illustrate this translational semantics with some ex-
amples from the previous sections.

Consider first the following two parameterized theories at
the beginning of last section:

C(p) : p ≡ q,
C ′(r) : C(r), C(¬r).

The parameterized theory C has no import statement, so its
primary theory, PT (C), is just p ≡ q. Its situational theory,
ST (C), is ∀s.p(s) ≡ q(s).

On the other hand, PT (C ′), is

r ≡ p(µ1(S0)),

¬r ≡ p(µ2(S0)),

where µ1 and µ2 are the two unary functions corresponding
to the two calls, respectively. ST (C ′) is:

r(s) ≡ p(µ1(s)),

¬r(s) ≡ p(µ2(s)).

Clearly, the union of all these theories is consistent. Further-
more, forgetting p(s), q(s) and r(s) in them will yield p ≡ q.
This means that the parameterized theory C ′ does not say
anything informative.

Syllogism
Consider the set of parameterized theories Syllogism and
SocrSyll. For the first one, its primary theory is just the set
of axioms in it as there are no import statements:

prem(a),

prem(x) ⊃ concl(x).

Its situational theory is obtained by adding a situation argu-
ment to all the axioms:

prem(a(s), s),

prem(x, s) ⊃ concl(x, s).

This parameterized theory entails concl(a). It is
easy to see that any parameterized theory that calls
Syllogism(t, p1, p2) will entail p2(t). For example,
SocrSyll calls Syllogism(Socrates,man,mortal), thus
entails mortal(Socrates). This can be independently
verified as follows. For SocrSyll, its primary theory is:

Socrates = a(µ(S0)),

man(x) ≡ prem(x, µ(S0)),

mortal(x) ≡ concl(x, µ(S0)),

where µ is the unary function introduced for the call
Syllogism(Socrates,man,mortal). Its situational theory
is:

Socrates(s) = a(µ(s)),

man(x, s) ≡ prem(x, µ(s)),

mortal(x, s) ≡ concl(x, µ(s)).

The conclusionmortal(Socrates) of SocrSyll can now be
verified as it is a logical consequence of ST (Syllogism) ∪
PT (SocrSyll), the primary theory of SocrSyll and the sit-
uational theory of Syllogism as the former calls the latter.

The following is an example of multiple calls that lead to
a contradiction:

Syllogism(Tweety, bird, fly),

Syllogism(Tweety, bird, λx.¬fly(x)).

Let µ1 and µ2 be the unary functions for these two calls,
respectively. These two calls generate the following axioms:

Tweety = a(µ1(S0)), bird(x) ≡ prem(x, µ1(S0)),

f ly(x) ≡ concl(x, µ1(S0)),

Tweety = a(µ2(S0)), bird(x) ≡ prem(x, µ2(S0)),

¬fly(x) ≡ concl(x, µ2(S0)).

They entail both fly(Tweety) and ¬fly(Tweety), a con-
tradiction caused by the two inconsistent calls.

Mutual Recursion
Consider now the mutually recursive theories Prop1(p) and
Prop2(p) in the last section. First of all, we rename the pa-
rameter p to make it unique to each theory.

Prop1(p1) : Prop2(p1),

P rop2(p2) : Prop1(¬p2).

The primary theory for Prop1(p1), PT (Prop1), is

p1 ≡ p2(µ1(S0)),

and ST (Prop1) is

p1(s) ≡ p2(µ1(s)),

where µ1 is the unary function corresponding to the call
Prop2(p1). Similarly PT (Prop2) is ¬p2 ≡ p1(µ2(S0)),
and ST (Prop2) is ∀s.¬p2(s) ≡ p1(µ2(s)), where µ2 is the
unary function corresponding to the call Prop1(¬q2). Thus

p1 ≡ p2(µ1(S0)) ≡ ¬p1(µ2(µ1(S0)))

≡ ¬p2(µ1(µ2(µ1(S0))))

≡ p1(µ2(µ1(µ2(µ1(S0))))) ≡ · · ·
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which is a consistent infinite equivalence chain. In fact, for-
getting the two unary predicates p1(s) and p2(s) will result
in a tautology, meaning the set of the above sentences has no
information about the truth values of p1 and p2.

Recursively defined functions and relations are most use-
ful on inductively defined domains. For example, we can de-
fine the concepts of odd and even numbers recursively using
the following two parameterized theories:

Parameterized Theory Odd(odd):
Even(tmp1),

odd(n) ≡ n 6= 0 ∧ tmp1(n− 1)

Parameterized Theory Even(even):
Odd(tmp2),

even(n) ≡ n = 0 ∨ (n > 0 ∧ tmp2(n− 1)),

where we assume a pre-defined natural number domain with
built-in functions like “-”. We will have more to say about
sorts and predefined (interpreted) symbols later. As an ex-
ample, under our semantics, assuming the standard inter-
pretation to these predefined symbols, and letting µ1 be the
unary situation function for the call Even(tmp1) in Odd,
and µ2 the unary situation function for the call Odd(tmp2)
in Even, odd(3) can be deduced as follows:
odd(3) ≡ temp1(2) ≡ even(2, µ1(S0))

≡ temp2(1, µ1(S0)) ≡ odd(1, µ2(µ1(S0)))

≡ temp1(0, µ2(µ1(S0)))

≡ even(0, µ1(µ2(µ1(S0)))) ≡ true

Extensions
Conditional Imports
We have defined an import statement as a wholesome call
to a parameterized theory. It can be generalized to include
conditional ones such as:

penguin(Tweety) ⊃
Syllogism(Tweety, bird, λx.¬fly(x)),

parrot(Tweety) ⊃ Syllogism(Tweety, bird, fly).

Conditional imports will be needed for formalizing the se-
mantics of computer programs as discussed in the next sec-
tion. Our semantics can be extended to these conditional
calls straightforwardly. For example, the above two example
calls will yield the following axioms in the primary theory
of the parameterized theory that contains them:

penguin(Tweety) ⊃ Tweety = a(µ1(S0)) ∧
∀x(bird(x) ≡ prem(x, µ1(S0))) ∧
∀x(¬fly(x) ≡ concl(x, µ1(S0))),

parrot(Tweety) ⊃ Tweety = a(µ2(S0)) ∧
∀x(bird(x) ≡ prem(x, µ2(S0))) ∧
∀x(fly(x) ≡ concl(x, µ2(S0))).

Their corresponding axioms in the situational theory can
then be generated as usual.

Import statements, however, should not be used like ordi-
nary predicates. For example, putting a negation in front of
them like ¬Syllogism(Tweety, bird, fly) does not seem
to make any sense.

Sorts and Interpreted Symbols
So far we have considered first-order languages without
multiple sorts and interpreted or pre-defined symbols. How-
ever, these additional features can be accommodated with-
out any problem. A first-order many-sorted language (with
interpreted symbols) consists of the following components:

• A finite set of sorts, some of them marked as interpreted,
meaning they will be interpreted by some pre-defined sets.

• A finite set of function and predicate symbols. Each of
them will come with a type: a function symbol f will have
a type of the form τ1×· · ·×τn → τ , and a predicate of the
form τ1 × · · · × τn, where the τ ’s are sorts. Some of the
symbols can be designated as interpreted, meaning their
interpretations will be fixed.

Lambda expressions are the same as before but will have
types as well. Parameterized theories and import statements
are also defined as before, but with the following restriction:

• Interpreted symbols cannot be formal parameters.

• In an import statement C(t1, ..., tn) that calls
C(p1, ..., pn), each actual parameter ti must be of
the same type as its corresponding formal parameter pi.

The semantics for these parameterized theories is the same
as before.

We have seen earlier that the two mutually recursive the-
ories Odd and Even use interpreted sorts and symbols. We
give another example here. It uses one interpreted sortN for
natural numbers, and one (un-interpreted) sortO for domain
objects. We also use + and 0 as interpreted symbols of their
usual meaning in N .

The following base parameterized theory defines the tran-
sitive closure of a binary relation.

Parameterized Theory TransClos(base, tr):

tr(x, y) ≡ ∃n.tr0(x, y, n),

tr0(x, y, 0) ≡ base(x, y),

tr0(x, y, n+ 1) ≡ ∃z.base(x, z) ∧ tr0(z, y, n),

where x and y are variables of sort O, and n a variable
of sort N . They are all universally quantified over their
respective sorts. Notice that from the axioms, one can see
that base is a binary predicate of sort O × O. The types
of other predicates can be similarly determined.

Other parameterized theories can use TransClos to de-
fine transitive closures of some specific binary relations. The
following parameterized theory uses TransClos to define
when a node is reachable from a starting node.

Parameterized TheoryReachable(start, edge, reachable):

TransClos(edge, path),

reachable(x) ≡ path(start, x),

where x is a variable of sortO, and start a constant sym-
bol of sort O.
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Figure 1: A magic box

Some Applications
Multicontext Reasoning
A collection of parameterized theories is a set of logical the-
ories interconnected by import calls. The connection with
multicontext reasoning is apparent, at least informally.

Consider the “magic box” shown in Figure 1, an example
adapted from (Ghidini and Giunchiglia 2001). There are two
agents, Mr. 1 and Mr. 2, who look at the box from two per-
pendicular sides. Mr. 1, looking into the box from the side,
can see whether the left and the right rows of the box have
balls. Mr. 2, looking from the bottom, can tell whether the
left, center, and the right column of the box have balls. Their
knowledge alone cannot determine exactly which cell is oc-
cupied. But combining their knowledge, sometimes one can.
For example, if Mr. 1 sees a ball on the left side but no ball
on the right side, and Mr. 2 sees a ball on the left side, then
we can conclude that the top left corner is occupied by a ball.

This is a classic example in multi-context systems where
contexts are used to represent agents’ views, and bridge rules
for linking contexts to reason about the state of the box.

In our framework, we can specify an agent’s point of view
by a parameterized theory, and use a “main” parameterized
theory to aggregate the views by calling the agents’ param-
eterized theories. For the magic box problem, the main pa-
rameterized theory can be written as follows:

Main():

Mr1(l1, r1),

Mr2(l2, c2, r2),

l1 ≡ b11 ∨ b12 ∨ b13,
r1 ≡ b21 ∨ b22 ∨ b23,
l2 ≡ b11 ∨ b21,
c2 ≡ b12 ∨ b22,
r2 ≡ b13 ∨ b23,

where Mr1() and Mr2() are the parameterized theories for
the two agents, respectively. For example, if Mr. 1 sees that
the left row is occupied but not the right row, while Mr. 2
sees that the left and the right columns are occupied but not
the center one, then we have

Mr1(l, r): l ∧ ¬r.

Mr2(l, c, r): l ∧ ¬c ∧ r.
With these three parameterized theories, it is easy to see that
the main parameterized theory entails b11 (the top left corner
is occupied by a ball).

Program Semantics
Our initial motivation for proposing this framework of log-
ical theories is to provide a logical semantics to program-
ming languages. Lin (2016) proposed a translation from pro-
grams in a core programming language to first-order theo-
ries. Later they demonstrated the practical effectiveness of
this approach in automated program verification (Rajkhowa
and Lin 2018, 2019), with SOTA performance in a recent
program verification competition.

However, one limitation with their system is that it has
difficulty dealing with functions with side effects. For ex-
ample, consider a function called AddOne(A) that takes an
array A of integers as input and adds 1 to every element in
it. If arrays are implemented as reference variables like in C,
then this function has no effect on the input array variable it-
self. Instead, it achieves its goal through its “side” effects of
changing the values of a consecutive sequence of locations
pointed to by the array variable.

One way to axiomatize the effects of this function is to
introduce an array sort and use the following two functions,
value(a, i) that denotes of the value of the ith element in a
one-dimensional array a, and len(a) that denotes the length
of the array a. The effect of AddOne(A) can then be for-
malized by the following axioms:

A′ = A,

len′(a) = len(a),

1 ≤ i ≤ len(A) ⊃ value′(A, i) = value(A, i) + 1,

1 ≤ i ≤ len(a) ∧ a 6= A ⊃ value′(a, i) = value(a, i),

where a is an array variable, and i an integer variable, both
are universally quantified. Primed symbols like A′ denote
the outputs of the function. So A and A′ are the values (lo-
cations) of the input array A before and after AddOne(A) is
executed, respectively. A′ = A means that the function has
no effect on the value of the input array as a reference vari-
able. Similarly, value′ is value after the function returns, so
value′(a, i) denotes the value of the ith element of the array
object a after the function returns.

Now, whenever AddOne(A) is called in a program, we
will need to insert the above set of axioms when translat-
ing the program to a first-order theory. One can imagine
the challenge of systematically doing this, especially when a
function is recursively defined. This is what motivated us to
introduce the notion of parameterized theories in this paper,
and also the reason why we propose a translational seman-
tics for these parameterized theories. Each function in a pro-
gram will now be formalized as a parameterized theory, and
a function call will be translated to a corresponding import
statement.

Notice that in a program, a function call can occurs in
an expression such as X=X+f(X) or in a conditional state-
ment like if X==0 then f(X). In the first case, one can
eliminate calls in an expression by using a new variable, like
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Y=f(X); X=X+Y; (notice that while f(X) may have side
effects, it will not have side effect on a value variable like
X that occurs in an arithmetic expression). In the latter case,
we can extend our import statements to conditional ones of
the form ϕ ⊃ C(t1, ..., t2), where ϕ is a sentence in the
language of the caller, as we discussed earlier.

Related Work
In a nutshell, a parameterized theory is a named theory with
some of its predicates and functions marked as parameters so
that it can be called by other theories. This is of course sim-
ilar to how functions and procedures are defined and used
in high level programming languages, except that there is no
real computation done when a parameterized theory is called
- it is just a way to import a set of axioms. In this sense, call-
ing a parameterized theory is like importing a package or
a module in computer programming, except that packages
and modules in software engineering do not normally have
parameters.

In logic, variables that range over predicates and func-
tions are second-order. Thus a parameterized theory could
be captured by a third-order predicate with second-order ar-
guments. While we do not intend to use third-order logic
for reasoning, we are currently exploring a third-order logic
semantics and studing its relationship with our first-order se-
mantics here.

There has been much work on various notions of mod-
ules and modular systems in KR. In fact, almost every
KR formalism, monotonic or nonmonotonic, has seen some
work on them. To our understanding, the most closely re-
lated work in KR is that on reasoning about contexts (Mc-
Carthy 1993; Giunchiglia 1993), especially those on multi-
context systems (MCS) (e.g. (Giunchiglia 1993; Giunchiglia
and Serafini 1994; Ghidini and Giunchiglia 2001; Brewka,
Roelofsen, and Serafini 2007; Brewka et al. 2011, 2018)).
MCS has been used for aggregating heterogeneous knowl-
edge sources. The basic idea is that each knowledge source
will have its own language and axioms, and they are inte-
grated using so-called bridge rules. A classic example that
illustrates the uses of the MCS is the magic box example
that we discussed earlier. As we have seen, instead of bridge
rules, we use a parameterized theory to import all knowl-
edge sources and aggregate them by standard first-order ax-
ioms. It’s an interesting open question if the two frameworks
can be related in a precise way. Given that MCS has been
extended to nonmonotonic logics (Brewka, Roelofsen, and
Serafini 2007), a good understanding of the relationships be-
tween these two frameworks will help when we consider ex-
tending parameterized theories to nonmonotonic logics.

There are two key points that we can make about our
approach. One is that different parameterized theories can
assumed to have completely different languages. The other
is that theory calls can be recursive, especially when there
are pre-interpreted sorts for inductively defined objects. The
first point simplifies many issues, like how two modules may
interact through shared vocabularies, a common issue for
work on modules in many formalisms (e.g. separability in
DLs (Konev et al. 2009) and input/output interface in ASP
(Janhunen et al. 2009)). The second point is what made this

work non-trivial, especially given that we want a transla-
tional first-order semantics.

While work on module is often based on computational
considerations, our main motivation is on first-order the-
ory composition, especially in the context of logical formal-
ization of programs: if a function is represented by a first-
order theory T , and a program calls this function, then a
first-order theory for the program can be “computed” from
T in a modular way. If there is no cycle in the call depen-
dency graph, then this can be handled by macro expansion
or inline function. Interestingly, this is the approach taken in
(Baral, Dzifcak, and Takahashi 2006) for ASP and in a re-
cent work on programming with logical constraints using so-
called knowledge units (Liu and Stoller 2020). However, be-
ing able to handle recursive calls is crucial for us. Again, the
reason is that when we want to have a one to one correspon-
dence between functions in a computer program and param-
eterized theories here, a set of recursively defined functions
will cause cycles in the chains of theory calls. Notice that Lin
(2016) also considered recursive functions. But those func-
tions are assumed to return values without any side effects.
In a sense, recursive theory calls are our answer to recursive
functions with side effects.

Concluding Remarks

Motivated by the need to have callable theories in logi-
cal formalization of computer programs, we have proposed
a framework of parameterized first-order theories. While
reasoning about parameterized theories appears to require
higher-order logics, we have been able to provide a first-
order semantics by making use of the situation calculus. Our
semantics is modular, declarative, and at the same time re-
tains certain procedural information of how parameterized
theories are “run”. We have shown some possible applica-
tions of our framework in formal semantics of computer pro-
grams and in reasoning about contexts.

One future work is to implement this framework in pro-
gram verification, following the work of Rajkhowa and Lin
(2018; 2019). Their system was based on a translation (Lin
2016) from programs to first-order theories, and uses the off-
the-shelf math system SymPy as the algebraic simplifier and
SMT solver Z3 (de Moura and Bjørner 2008) as the theo-
rem prover. Remarkably, despite its simplicity, their system
managed to achieve SOTA performance in the tracks that
it competed in at SV-COMP’20191. In particular, it came
first in the Arrays subcategory and Recursive subcategory of
ReachSafety category of the competition. However, it uses
inline expansion when there is a function call with array pa-
rameters. With this work, we can implement a more general
system that is able to handle recursive functions with array
parameters as well as other functions with side effects.

We also plan to use the proposed framework in applica-
tions other than program verification. We have mentioned
multi-context systems. We hope to have more to report on
this soon.

1See https://verifierintegerassignment.github.io
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