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Abstract
Though deep learning has been applied successfully in many
scenarios, malicious inputs with human-imperceptible per-
turbations can make it vulnerable in real applications. This
paper proposes an error-correcting neural network (ECNN)
that combines a set of binary classifiers to combat adver-
sarial examples in the multi-class classification problem. To
build an ECNN, we propose to design a code matrix so that
the minimum Hamming distance between any two rows (i.e.,
two codewords) and the minimum shared information dis-
tance between any two columns (i.e., two partitions of class
labels) are simultaneously maximized. Maximizing row dis-
tances can increase the system fault tolerance while max-
imizing column distances helps increase the diversity be-
tween binary classifiers. We propose an end-to-end training
method for our ECNN, which allows further improvement
of the diversity between binary classifiers. The end-to-end
training renders our proposed ECNN different from the tra-
ditional error-correcting output code (ECOC) based methods
that train binary classifiers independently. ECNN is comple-
mentary to other existing defense approaches such as adver-
sarial training and can be applied in conjunction with them.
We empirically demonstrate that our proposed ECNN is ef-
fective against the state-of-the-art white-box and black-box
attacks on several datasets while maintaining good classifica-
tion accuracy on normal examples.

Introduction
Deep learning has been widely and successfully applied
in many tasks such as image classification (Krizhevsky,
Sutskever, and Hinton 2012; LeCun et al. 1998), speech
recognition (Hinton et al. 2012), and natural language
processing (Andor et al. 2016). However, recent works
(Szegedy et al. 2013) showed that the original images can be
modified by an adversary with human-imperceptible pertur-
bations so that the deep neural networks (DNNs) are fooled
into mis-classifying them. To mitigate the effect of adversar-
ial attacks, many defense approaches have been proposed.
Generally speaking, they fall into three categories:
1. adversarial training, which augments the training data

with adversarial examples (Szegedy et al. 2013; Goodfel-
low, Shlens, and Szegedy 2015),
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Class Net 0 Net 1 Net 2 Net 3

0 1 0 1 0
1 1 1 0 1
2 0 0 0 1

Table 1: Example of a 3× 4 code matrix.

2. modifying the DNN or training procedure, e.g., defensive
distillation (Papernot et al. 2016b), and

3. post-training defenses, which attempt to remove the
adversarial noise from the input examples (Hendrycks
and Gimpel 2017; Meng and Chen 2017; Samangouei,
Kabkab, and Chellappa 2018) in the testing phase.

In this paper, we propose an approach for the second cate-
gory. Most defense approaches of this type focus on robus-
tifying a single network, while a few works have adopted
ensemble methods (Abbasi and Gagné 2017; Xu, Evans, and
Qi 2018; Pang et al. 2019; Sen, Ravindran, and Raghunathan
2020). These ensemble methods build a new classifier con-
sisting of several base classifiers that are assigned with the
same classification task. Promoting the diversity among the
base classifiers during training is essential to prevent adver-
sarial examples from transferring between them, since the
adversarial examples crafted for one classifier may also fool
the others.

The use of error correcting output codes (ECOC) (Diet-
terich and Bakiri 1994; García-Pedrajas and Fyfe 2008) dif-
fers from the above mentioned ensemble methods by assign-
ing each class an unique codeword. This forms a pre-defined
code matrix. For an illustration, see Table 1, which shows an
example of a code matrix for three classes with each class
being represented by four bits. Each column splits the orig-
inal classes into two meta-classes, meta-class ‘0’ and meta-
class ‘1’. A binary classifier is then learned independently
for each column of the code matrix. To classify a new sam-
ple, all binary classifiers are evaluated to obtain a binary
string. Finally, the method assigns the class whose codeword
is closest to the obtained binary string to the sample. In the
literature, ECOC is mostly used with decision trees or shal-
low neural networks.

In this paper, we utilize the concept of ECOC in a deep
neural network, which we call error-correcting neural net-
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work (ECNN). In traditional ECOC, a code matrix is gen-
erated in such a way that the minimum Hamming distance
between any two rows is maximized. Maximizing the row
distance creates sufficient redundant error-correcting bits,
thus enhancing the classifier’s error-tolerant ability. How-
ever, it is possible for an adversary to design adversarial ex-
amples that trick most of the binary classifiers since they
are not fully independent of each other. Therefore, to miti-
gate this effect, the code matrix should be designed so that
the binary tasks are as different from each other as possi-
ble. When designing a code matrix for ECNN, we attempt
to separate columns (binary tasks) by maximizing the mini-
mum shared information distance (Meilă 2003) between any
two columns. Maximizing the column distance inherently
promotes the diversity between binary classifiers. This is es-
sential to prevent the adversarial examples crafted for one
binary classifier transferring to the other binary classifiers.

After our preliminary work, we became aware of a re-
cent independent work (Verma and Swami 2019), which de-
signs a DNN using error-correcting codes and shares similar
concepts with our proposed approach. The main difference
to our work is that our encoder, i.e., all the binary classi-
fiers are trained jointly whereas (Verma and Swami 2019)
splits the binary classifiers into several groups, with each be-
ing trained separately. The work (Verma and Swami 2019)
only forces a pre-training diversity using its code matrix
whereas ECNN further includes a diversity promoting reg-
ularizer during training. This novelty improves the testing
accuracy of ECNN compared to (Verma and Swami 2019).

During training of ECNN, all binary classifiers are jointly
trained and their outputs, i.e., the predicted meta-class clas-
sification probabilities, are concatenated and fed into a de-
coder to obtain the predicted classification probabilities. We
propose an end-to-end training method that allows for ex-
ploiting the interaction between binary classifiers, thus fur-
ther improving the diversity between them. Our main contri-
butions are summarized as follows:

1. We apply error-correcting codes to build a DNN for clas-
sification and propose an end-to-end training method. For
illustration, we focus our discussion on the problem of ro-
bust image classification.

2. We provide theoretical analysis that helps to guide the de-
sign of ECNN, including the choice of activation func-
tions.

3. In our experiments, we test ECNN on several widely
used datasets MNIST (LeCun, Corte, and Burges 2010),
CIFAR-10 and CIFAR-100 (Krizhevsky and Hinton
2009) under several well-known adversarial attacks. We
demonstrate empirically that ECNN is robust against ad-
versarial white-box attacks with improvement in classifi-
cation accuracy of adversarial examples of up to 14.8 and
17.4 percentage points compared to another current state-
of-the-art ensemble method (Verma and Swami 2019) on
MNIST and CIFAR-10, respectively, while ECNN uses
22.2% more parameters than (Verma and Swami 2019)
on MNIST and 78.8% less parameters than (Verma and
Swami 2019) on CIFAR-10.

4. We also test ECNN on the German Traffic Sign Recogni-

Notation Definition

N number of binary classifiers
gθn(·) feature extraction function at the n-th classifier
fn feature vector fn = gθn(x)
F dimension of feature vector fn

hn(·) prediction function at the n-th binary classifier
zn encoder’s outputs zn = hn(fn)
φn linear form of hn, i.e., zn = φnfn
K number of input samples x ∈ {x0, . . . , xK−1}
fn,x fn depending on input sample x
f
y(x)
n principal feature vector associated with class y(x)
nn,x random perturbation fn,x = f

y(x)
n + nn,x

ν(·) logistic function
σ(·) softmax function
yn(x) meta-class yn(x) = M(y(x), n)

Table 2: Summary of commonly-used symbols.

tion Benchmark (GTSRB) (Stallkamp et al. 2012) under
black-box setting and show that ECNN outperforms the
baseline on both normal and adversarial examples.

5. When combined with adversarial training, ECNN fur-
ther improves its robustness, with improvement in correct
classification of adversarial examples by about 18 per-
centage points compared to pure adversarial training.

Furthermore, we show how to generalize the binary classi-
fiers used in ECNN to q-ary classifiers using a q-ary code
matrix.

The rest of this paper is organized as follows. Firstly, we
present our ECNN framework, its training strategy and some
theoretical analysis of its properties. Then, we present exten-
sive experimental results, and we conclude in the last sec-
tion. We refer interested readers to the supplementary ma-
terial for a more detailed account of several recent works
that defend against adversarial examples using ensembles
of models (Abbasi and Gagné 2017; Xu, Evans, and Qi
2018; Pang et al. 2019; Verma and Swami 2019; Sen, Ravin-
dran, and Raghunathan 2020) and some popular adversarial
attacks (Goodfellow, Shlens, and Szegedy 2015; Kurakin,
Goodfellow, and Bengio 2017; Mądry et al. 2018; Paper-
not et al. 2016a; Carlini and Wagner 2017) that are used
to verify the robustness of our proposed ECNN. The proofs
for all lemmas in this paper are given in the supplementary
material. For easier reference, we summarize some of the
commonly-used symbols in Table 2.

Error-Correcting Neural Network
In this section, we present the architectures of the encoder
and the decoder in ECNN, the training strategy and the way
to generate the code matrix. We provide theoretical results
that help to guide us in the design of ECNN. Finally, we
show how to extend to q-ary classifiers in the encoder, where
q > 2.

The overall architecture of ECNN is shown in Fig. 1. Con-
sider a M -ary classification problem. A M ×N binary code
matrix M, where N ≥ 1, encodes each class with a N -bit
codeword. For each n = 0, . . . , N−1, the n-th bits of all the
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Fig. 1: ECNN architecture.

M codewords define a binary meta-classification problem,
with yn(x) = M(y(x), n) ∈ {0, 1} being the meta-class of
sample x if y(x) is the label of x. For example, in the code
matrix shown in Table 1, the first bits or “Net 0” as indicated
in the table correspond to a binary classification problem that
distinguishes classes 0 or 1 from class 2. We learn a binary
classifier corresponding to each binary meta-classification
problem and combine their outputs together. The collection
of these binary classifiers is called the encoder in our archi-
tecture. We call each binary classifier in the encoder a meta
classifier. The encoder is then followed by a decoder whose
function is to infer which of the M classes the sample be-
longs to. In the following, we describe both the encoder and
decoder in detail. Let y(x) be the label of sample x. We sup-
pose that a training set {(xk, y(xk)) : k = 0, . . . ,K − 1} is
available. In our discussions, we append a subscript xk to a
quantity (e.g., fn,xk

in place of fn) if we wish to emphasize
its dependence on the sample xk.

Encoder
The encoder containsN composite functions σ◦hn◦gθn , for
n = 0, . . . , N − 1, each corresponding to a binary classifier.
The function gθn extract feature vectors fn = gθn(x) ∈ RF
from the input x, hn is a prediction function that outputs
zn = hn(fn) ∈ R1, which can be interpreted as probabilities
after normalization.

We choose hn to be a simple linear function, i.e., zn =
φnfn, for n = 0, . . . , N − 1. Furthermore, in our final ar-
chitecture, we set φn = φ for all n = 0, . . . , N − 1. The
reason for our choice is explained later in the next subsec-
tion where we introduce the concept of ensemble diversity.
Let M ∈ {0, 1}M×N be the given code matrix. Denote the
loss function for the encoder as `(zn, yn(x)). The encoder
can be formulated as an optimization problem:

min
{θn,φn}N−1

n=0

1

N(N − 1)K

K−1∑
k=0

N−1∑
n=0

`(zn,xk
, yn(xk)) (1)

s.t. for k = 0, . . . ,K − 1 and n = 0, . . . , N − 1,

zn,xk
= φngθn(xk).

The loss function `(zn, yn(x)) would be

max(0, 1− zn(2yn(x)− 1)), for hinge loss, (2)

− 1ᵀ
yn(x)

log (ζn) , for cross entropy loss, (3)

where 1yn(x) is the one-hot encoding of the meta-class
yn(x), i.e., a vector with 1 at the yn(x)-th entry and 0 for
all the other entries and ζn = [1− ν(zn), ν(zn)]ᵀ with ν(·)

being the logistic function. Finally, the logits zn are con-
catenated into z = [z0, . . . , zN−1]

ᵀ, which is the input to
the decoder in ECNN.

Ensemble Diversity
To mitigate against adversarial attacks, each feature vector
fn, n = 0, . . . , N − 1, should only be instrumental in its
own binary classifier’s prediction while being insensitive to
the other binary classifiers’ predictions. However, it is dif-
ficult to directly define a difference measurement between
features. One possible way is to ensure linear independence
between them and measure the independence using singu-
lar values. This operation is computationally costly, making
it unsuitable for training in neural networks. Furthermore,
even if feature vectors are linearly independent, it may very
well happen that fi is just a permutation of fj for i 6= j. The
use of Lp distance to measure differences in feature vectors
is therefore inappropriate. We choose to promote ensemble
diversity in terms of the output probability of each binary
classifier by solving the following optimization problem:

max
{φi}N−1

i=0

1

N(N − 1)K

K−1∑
k=0

∑
i6=j

− [1− ν (φifj,xk
) ,

ν (φifj,xk
)] log ([1− ν (φifj,xk

) , ν (φifj,xk
)]
ᵀ
) ,
(4)

s.t. fj,xk
= gθj (xk), j = 0, . . . , N − 1,

k = 0, . . . ,K − 1.

Assuming that the input x is drawn from a distribution,
let fyn be the expected feature vector of class y generated by
the n-th classifier in the encoder. We call this the principal
feature vector of class y. Then for any input x, we have

fn,x = fy(x)n + nn,x, (5)
where nn,x is a zero-mean random perturbation. We make
the following assumption.
Assumption 1. The random vectors {nn,xk

: k =
0, . . . ,K − 1} have a joint distribution absolutely contin-
uous with respect to (w.r.t.) Lebesgue measure.

The above assumption is satisfied if the training samples
{xk : k = 0, . . . ,K − 1} are drawn independent and iden-
tically distributed (i.i.d.) from a distribution absolutely con-
tinuous w.r.t. Lebesgue measure.
Lemma 1. Suppose that {θn}N−1n=0 satisfy Assumption 1.
Then the following statements hold with probability one:

(a) Suppose θn = θ for all n = 0, . . . , N − 1. There exists
{φn : n = 0, . . . , N − 1} such that the loss of (1) is
arbitrarily small if K ≤ F .

(b) Suppose φn = φ for all n = 0, . . . , N − 1. There exists a
φ such that the loss of (1) is arbitrarily small ifNK ≤ F .

(c) Suppose N > 1. Any feasible solution of (1) cannot have
θn = θ and φn = φ for some θ and φ, and for all n =
0, . . . , N − 1.

Lemma 2. Suppose that {θn}N−1n=0 satisfy Assumption 1.
Suppose further that {θn}N−1n=0 are chosen so that for each
n = 0, . . . , N − 1 and y = 0, . . . ,M − 1, fyn = Snf

y for
some fy ∈ RF , where Sn is a permutation matrix.
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(a) There exist linear transformations {φn}N−1n=0 such that the
loss of (1) is arbitrarily small.

(b) If NM ≥ F (M + 1) and φn are constrained to be the
same for all n = 0, . . . , N − 1, then for almost every
(w.r.t. Lebesgue measure) {fy}M−1y=0 , there is no feasible
solution to (1).

Lemma 3. Suppose that {θn}N−1n=0 satisfy Assumption 1, and
{fyn : y = 0, . . . ,M − 1, n = 0, . . . , N − 1} are linearly
independent. For all n = 0, . . . , N − 1, φn are constrained
to be the same. Then, the n-th binary classifier in the en-
coder classifies the sample xk, k = 0, . . . ,K − 1, correctly
if ‖nn,xk

‖2 is sufficiently small.
Lemma 1 shows that if we constrain either the parame-

ters θn or transforms φn (but not both) in the encoder to be
identical across binary classifiers, then it is still possible to
achieve arbitrarily small loss. Lemma 2 suggests that if we
do not constrain the transforms φn to be the same, then op-
timizing (1) may produce a solution where the features fy(x)n

for different binary classifiers n = 0, . . . , N − 1 are permu-
tations of each other for the same sample x. This is clearly
undesirable as any adversarial attack on a particular binary
classifier can then translate to the other classifiers. On the
other hand, Lemma 3 suggests that if we constrain the trans-
forms φn to be the same, and choose the parameters θn to
make {fyn : y = 0, . . . ,M − 1, n = 0, . . . , N − 1} lin-
early independent, then high classification accuracy is still
achievable if the input sample does not deviate too much
from the mean. Our results thus suggest that a good strategy
is to share the transform φ across all the prediction func-
tions. Then, (4) becomes

max
φ

1

NK

K−1∑
k=0

N−1∑
n=0

−ζᵀ
n,xk

log(ζn,xk
), (6)

s.t. for n = 0, . . . , N − 1, k = 0, . . . ,K − 1,

ζn,xk
= [1− ν (φfn,xk

) , ν (φfn,xk
)]
ᵀ
,

fn,xk
= gθn(xk).

Joint Optimization
The joint optimization that combines (1) and (6) can be for-
mulated as

min
{θn}N−1

n=0 ,φ

1

NK

K−1∑
k=0

N−1∑
n=0

`(zn,xk
, yn(xk))

− γζn,xk
log (ζn,xk

) , (7)
s.t. for n = 0, . . . , N − 1, k = 0, . . . ,K − 1,

zn,xk
= φgθn(xk),

where γ ≥ 0 is a configurable weight. The joint optimization
(7) enables end-to-end training for ECNN.

Note that if we use cross entropy for `(zn, yn(x)), we
convert one-hot labels 1yn(xk) to soft labels 1yn(xk)−γζn,xk

for all n, k by optimizing (7). This is also known as label
smoothing (Szegedy et al. 2016), which is beneficial in im-
proving the adversarial robustness in ECNN. The following
Lemma 4 guides us in the choice of γ given the smoothed
probabilities {ζn,xk

(yn(xk)) : n = 0, . . . , N − 1, k =
0, . . . ,K − 1}.

Lemma 4. The optimal solution of (7), where we use
cross entropy for `(zn, yn(x)), satisfies 1

ζn,xk
(yn(xk))

=

γ log
ζn,xk

(yn(xk))

1−ζn,xk
(yn(xk))

for all n = 0, . . . , N − 1, k =

0, . . . ,K − 1.

Decoder
The decoder involves a simple comparison with the code
matrix M. To enable the use of back-propagation, our de-
coder uses continuous relaxation: we compute the corre-
lation between the real-valued string tanh(z) and each
class’s codeword (after scaling [−1, 1]), and the class hav-
ing the maximum correlation is assigned as the output la-
bel. Mathematically, the decoder is a composite function
σ ◦ w. The function w first scales the logits z to [−1, 1]
using tanh function and then computes the inner products
between the scaled logits and each row in 2M − 1, i.e.,
s = w(tanh(z)) = (2M − 1) tanh(z) ∈ RM , where 1
denotes a matrix with all its entries being 1. The σ(·) is the
softmax function which maps s to the prediction probabili-
ties p = σ ((2M− 1) tanh(z)) ∈ RM .

Code Matrix Design
Let ri be the i-th codeword of code matrix M, andH(ri, rj)
be the Hamming distance between the i-th and j-th code-
words of the code matrix, i.e., the number of bit positions
where they differ. The minimum Hamming distance of code
matrix M is then given by dH(M) = mini6=j H(ri, rj).
A code matrix with larger dH(M) is preferred since it can
correct more errors, resulting in better classification perfor-
mance. However, if we only consider maximizing dH(M)
when designing M, the two columns of the matrix may lead
to the corresponding binary classifiers performing the same
classification task even though they have different bits. For
a concrete illustration, consider again the code matrix exam-
ple in Table 1. The last two columns in Table 1 are differ-
ent, while the corresponding “Net 2” and “Net 3” are essen-
tially performing the same task: classifying the classes to set
{0} or {1, 2}. An adversarial example generated by an un-
targeted attack that fools “Net 2” will also fool “Net 3”. To
further promote the diversity between binary classifiers, we
therefore include column diversity when designing the code
matrix. Specifically, we view each column of the code ma-
trix as partitioning the M classes into clusters, and measure
the difference between two columns using the variation of
information (VI) metric (Meilă 2003). VI, which is a crite-
rion for comparing the difference between two binary par-
titions, measures the amount of information lost and gained
in changing from one clustering to another clustering (Meilă
2003). Each column of the ECNN code matrix can be inter-
preted to be a binary cluster. We denote the n-th column of
code matrix M as cn, a set of classes that belong to meta-
class k in the n-th column as Ckn, where n = 0, . . . , N − 1
and k = 0, 1. The VI distance defined in (Meilă 2003) be-
tween cm and cn, i.e., VI(cm, cn), is

−
1∑
k=0

sm(k) log sm(k)−
1∑

k′=0

sn(k
′) log sn(k

′)
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− 2
1∑
k=0

1∑
k′=0

sm,n(k, k
′) log

sm,n(k, k
′)

sm(k)sn(k′)
, (8)

where sm,n(k, k′) =

∣∣∣Ck
m∩C

k′
n

∣∣∣
M , sm(k) =

|Ck
m|
M , sn(k′) =∣∣∣Ck′

n

∣∣∣
M , and |A| denotes the cardinality of the set A. The

minimum VI distance of code matrix M is then given by
dVI(M) = minm 6=nVI(cm, cn).

The code matrix is designed to maxM dH(M)+dVI(M),
which is however a NP-complete problem (Pujol, Radeva,
and Vitria 2006). We adopt simulated annealing (Kirk-
patrick, Gelatt, and Vecchi 1983; Gamal et al. 1987) to solve
this optimization problem heuristically, where the energy
function is set as:

min
M

∑
i6=j

H(ri, rj)
−2 + η

∑
m 6=n

VI(cm, cn)
−2, (9)

and η is chosen such that the two summations are roughly
equally weighted. This is a common technique used in sim-
ulated annealing (Gamal et al. 1987) as bit changes not in-
volving the minimum distance pairs are not reflected in the
energy function if it is set as maxM dH(M) + dVI(M).

q-ary ECNN

A natural extension is to use a general q-ary code matrix
with each meta classifier performing a q-ary classification
problem. Since max dH(M) for a q-ary M is no less than
max dH(M) for a binary M, using a q-ary M with q > 2
has better error-correcting capacity than using a binary M.
Hence, better classification accuracy on normal images is
expected as q increases. On the other hand, we show in
Lemma 5 below that more information about the original
classes is revealed in each q-ary classifier as q increases, thus
rendering less adversarial robustness.

Lemma 5. Suppose y = [0, . . . ,M −1]ᵀ and c is a column
of a q-ary code matrix M. The mutual information between
y and c can be defined, analogously to (8), as

I(y, c) =

q−1∑
k=0

M−1∑
`=0

s(k, `) log
s(k, `)

s(k)s(`)
, (10)

where s(k, `) =
∣∣Ck ∩ {`}∣∣/M , s(k) =

∣∣Ck∣∣/M with Ck

being the set of meta-classes in c, and s(`) = |{`}|/M =
1/M that belong to meta-class k. Then, maxc I(y, c) is an
increasing function of q.

The training process of a q-ary ECNN is the same as that
of a binary ECNN introduced in the previous sections ex-
cept that during training the encoder of a q-ary ECNN out-
puts q bits, i.e., zn ∈ Rq, n = 0, . . . , N − 1. To decode,
we may convert the q-ary code matrix M into its binary ver-
sion and then apply the decoding processing (same to the
binary ECNN) to decode. More details about q-ary ECNN
implementation and experiments can be found in the sup-
plementary material.

Experiments
In this section, we evaluate the robustness of ECNN un-
der the adversarial attacks with different attack parame-
ters. The details of these adversarial attacks are provided in
the supplementary material. We also discuss some recently
developed ensemble methods in the supplementary mate-
rial, among which we experimentally compare our proposed
ECNN with 1) the ECOC-based DNN proposed in (Verma
and Swami 2019) as it shares a similar concept as ours and 2)
ADP-based ensemble method proposed in (Pang et al. 2019)
as it is the only method among the aforementioned ones that
trains the ensemble in an end-to-end fashion. Another rea-
son for choosing these two methods as baseline benchmarks
is their reported classification accuracies under adversarial
attacks are generally better than the other ensemble meth-
ods. Due to the page limitation, more experimental results
can be found in the supplementary material. 1

Setup
We test on two standard datasets: MNIST (LeCun et al.
1998), CIFAR-10 and CIFAR-100 (Krizhevsky and Hinton
2009). For the encoder of ECNN, we constrain hn = h for
n = 0, . . . , N−1 and gθn = g

{2}
n ◦g{1} for n = 0, . . . , N−1

so that each composite function becomes h◦g{2}n ◦g{1}. We
use ResNet20 (He et al. 2016) to construct h ◦ g{2}n ◦ g{1}.
To recap, ResNet20 consists of three stacks of residual units
where each stack contains three residual units, so there are
nine residual units in ResNet20. With the intent of maintain-
ing low computational complexity, we construct the shared
feature extraction function g{1} using the first eight residual
units in ResNet20 while leaving the last one to g{2}. The
shared prediction function h is a simple Dense layer. The
detailed structure of ECNN is available in the supplemen-
tary material. In the following, we use ECNNNγ to denote
an ECNN, trained using a trade-off parameter γ used in (7),
with N binary classifiers. In all our result tables, bold indi-
cates the best performer in a particular row.

Performance Under White-box Attacks
White-box adversaries have knowledge of the classifier
models, including training data, model architectures and pa-
rameters. We test the performance of ECNN in defending
against white-box attacks. The default parameters used for
different attack methods are provided in the supplementary
material. We compare ECNN with two state-of-the-art en-
semble methods:

1. The adaptive diversity promoting (ADP) ensemble model,
proposed by (Pang et al. 2019), for which we use the same
architecture and model parameters as reported therein.
Specifically, we use ADP2,0.5 with three ResNet20s be-
ing its meta classifiers. Note that the optimal solution of
ADP is attained whenM−1 is divisible by the number of
base classifiers N . For M = 10, using N = 3 is optimal
for ADP and increasing N beyond that does not improve
its performance.

1Our experiments are run on a GeForce RTX 2080 Ti GPU.
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Attack Para. ADP2,0.5 TanhEns16 ECNN30
0.1

None - 99.7 99.5 99.4
PGD ε = 0.3 0.2 79.2 88.4
C&W κ = 1 87.1 97.0 99.4
BSA α = 0.8 51.0 95.0 99.3

JSMA γ = 0.6 1.6 84.2 99.0
# params - 818,334 401,168 490,209

Table 3: Classification accuracy (%) on adversarial MNIST
examples.

2. The ECOC-based neural network proposed by (Verma
and Swami 2019). We choose the most robust model
named TanhEns16 reported therein, which stands for
an ensemble model where the tanh function is applied
element-wise to the logits, and a Hadamard matrix of or-
der 16 is used. As reported in (Verma and Swami 2019),
the TanhEns16 splits the whole network into four inde-
pendent subnets and each outputs 4-bit codeword.

When generating adversarial examples, as pointed out by
(Tramèr et al. 2020) there are some precautions that should
be taken: 1) at the decoder, we avoid taking the log of the
logits before feeding them into the softmax function because
taking log is numerically unstable, which leads to weak ad-
versarial examples, and 2) we replace the softmax cross en-
tropy loss function in PGD attack with the hinge loss pro-
posed by (Carlini and Wagner 2017) in order to stabilize the
process of crafting adversarial examples.

The classification results on MNIST are shown in Table 3.
We can see that while maintaining the state-of-the-art accu-
racy on normal images, ECNN30

0.1 improves the adversar-
ial robustness as compared to the other two methods. For
the most effective attack in this experiment, i.e., PGD at-
tack, ECNN shows a 88.4%− 79.2% = 9.2% improvement
over TanhEns16 and a 88.4% − 0.2% = 88.2% improve-
ment over ADP2,0.5. In terms of the number of trainable
parameters, ECNN30

0.1 uses 490,209−401,168
401,168 = 22.2% more

parameters than TanhEns16 and 818,334−490,209
818,334 = 40.1%

less than ADP2,0.5.
For CIFAR-10, we see from Table 4 that ADP2,0.5 has

the best classification accuracy on normal examples but it
fails to make any reasonable predictions under adversarial
attacks. This is mainly due to the use of strong attack pa-
rameter settings. ECNN is consistently more robust than the
competitors under different adversarial attacks. In particular,
ECNN30

0.1 achieves an absolute percentage point improve-
ment over ADP2,0.5 of up to 76.4% (for C&W) and over
TanhEns16 of 8.5% (for PGD) to 17.4% (for BSA) for dif-
ferent attacks. Moreover, the number of trainable parameters
used in ECNN is 490,497

819,198 = 59.88% of that used in ADP2,0.5

and 490,497
2,313,104 = 21.21% of that used in TanhEns16.

For CIFAR-100, Table 5 shows that the most effective at-
tack causes the classification accuracy to drop relatively by
40.7% = 61.3−36.3

61.3 for ECNN80
0.02 and by 91.5% = 62.2−5.3

62.2
for ResNet20. Due to limited computational resources, we
restrict ourselves to using ResNet20 as the base classifiers

Attack Para. ADP2,0.5 TanhEns16 ECNN30
0.1

None - 93.4 87.5 85.1
PGD ε = 0.04 2.5 63.1 71.6
C&W κ = 1 4.4 68.0 80.8
BSA α = 0.8 4.3 61.3 78.7

JSMA γ = 0.2 15.8 68.2 84.2
# params 819,198 2,313,104 490,497

Table 4: Classification accuracy (%) on adversarial CIFAR-
10 examples.

Attacks Para. ResNet20 ECNN80
0.02

None - 62.2 61.3
PGD ε = 0.04 5.3 36.3
BIM ε = 0.04 6.3 42.9

C&W κ = 1 12.4 52.0

Table 5: Classification accuracy (%) on adversarial CIFAR-
100 examples.

in ECNN. We believe that replacing ResNet20 with a more
sophisticated neural network will lead to better classification
accuracy on both normal and adversarial examples.

ECNN is compatible with many defense methods such as
adversarial training (AdvT).Experimental results with AdvT
are given in Table 6, where AdvT augments the model’s
orignal loss (e.g., (7) for ECNN) caused by normal train-
ing examples with the loss caused by adversarial examples
in each mini-batch. The ratio of adversarial examples and
normal ones in each mini-batch is 1:1. In the training phase,
we use PGD, where softmax cross-entropy loss is used, at
ε = 0.04 with 50 iterations to craft adversarial examples. In
the testing phase, we run PGD at ε = 0.03 for 200 itera-
tions to attack. As can be observed, ECNN itself is superior
to pure AdvT. ECNN+AdvT achieves the best performance.

Performance Under Black-box Physical World
Attack
We conduct tests on the German Traffic Sign Recognition
Benchmark (GTSRB) (Stallkamp et al. 2012) under black-
box setting, where adversaries do not know the model inter-
nal architectures or training parameters. An adversary crafts
adversarial examples based on a substitute model and then
feed these examples to the original model to perform the at-
tack. We train ResNet20 and ECNN on the GTSRB and test

Attacks Para. ResNet20 ResNet20 + AdvT

PGD ε = 0.03
10.9 51.9

ECNN30
0.1 ECNN30

0.1+AdvT

59.6 69.4

Table 6: Classification accuracy (%) on adversarial CIFAR-
10 examples.
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(a) Normal examples (b) Adversarial examples

Fig. 2: German traffic examples where the adversarial exam-
ples are crafted by (Sitawarin et al. 2018).

Attack ResNet20 ECNN30
0.2

None 95.5 97.2
OptProjTran 48.2 79.6

Table 7: Classification accuracy (%) on 392 adversarial GT-
SRB examples by (Sitawarin et al. 2018).

them on 12630 normal examples and 392 adversarial exam-
ples crafted by OptProjTran method 2 proposed in (Sitawarin
et al. 2018) using a custom multi-scale CNN (Sermanet and
LeCun 2011). The traffic sign examples are shown in Fig. 2a
and Fig. 2b. The classification results are summarized in Ta-
ble 7.

Impact of Ensemble Diversity
When removing the ensemble diversity from the optimiza-
tion, the performance decreases significantly. Specifically,
using the same shared front network for a fair comparison,
we obtain 41.2% accuracy after applying PGD attack using
ECNN10

0.1 (cf. Table 2 of supplementary) on CIFAR-10, but
we only achieve 17.0% accuracy using ECNN10

0 .

Transferability Study
Transferability study is carried out using ECNN10

γ on
CIFAR-10, where the (i, j)-th entry shown in Fig. 3 is the
classification accuracy using the i-th network as the substi-
tute model to craft adversarial examples by running PGD at
ε = 0.04 for 200 iterations and feeding to the j-th network.
It can be seen that 1) ECNN training yields low transfer-
ability among the binary classifiers and 2) having diversity
control improves the robustness on individual networks.

Impact of Parameter Sharing
ECNN performs parameter sharing among binary classifiers
at both ends of the encoder. Sharing g{1} is inspired by the
lesson from transfer learning (Yosinski et al. 2014) that fea-
tures are transferable between neural networks when they
are performing similar tasks. Due to Lemma 2, sharing h is
to avoid the features extracted from different binary classi-
fiers to be permutations of each other for the same sample

2The adversarial examples generated by this attack are available
at https://github.com/inspire-group/advml-traffic-sign.

(a) w/ ens. divers., γ = 0.1 (b) w/o ens. divers., γ = 0

Fig. 3: Adversarial transferability (binary classification ac-
curacy) among binary classifiers in ECNN10

γ on CIFAR-10.
The transferability among the first four networks is shown.

Attack Para. w/ para. share w/o para. share

None - 85.1 79.2
PGD ε = 0.04 71.6 51.1
C&W κ = 1 80.8 73.2

# params - 490,497 8,194,590

Table 8: Classification accuracy (%) on adversarial CIFAR-
10 examples using ECNN30

0.1 w/ and w/o parameter sharing.

x. Table 8 shows that performing parameter sharing yields
better classification accuracy on normal and adversarial ex-
amples than the one with no parameter sharing, i.e., each
binary classifier is a composite function hn ◦ g{2}n ◦ g{1}n .
This is mainly because the latter which contains too many
parameters overfits the data.

Conclusion
In this paper, we have presented a robust neural network
ECNN that is inspired by error-correcting codes and an-
alyzed its properties and proposed a training method that
trains the binary classifiers jointly. Designing a code ma-
trix by optimizing both the Hamming distance between rows
and VI distance between columns makes ECNN more ro-
bust against adversarial examples. We found that perform-
ing parameter sharing at two ends of the ECNN’s encoder
improves ensemble’s robustness while significantly reduc-
ing the number of trainable parameters.
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