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Abstract

Data augmentation is one of the most effective ways to sta-
bilize learning by improving the generalization of machine-
learning models. In recent years, automatic data augmenta-
tion methods, such as AutoAugment or Fast AutoAugment
have been attracting attention; and these methods improved
the results of image classification and object detection tasks.
However, several problems remain. Most notably, a larger
training dataset requires higher computational costs. When
searching with a small dataset in an attempt to determine the
data augmentation approach, the true data space and sam-
pling data space do not fully correspond with each other,
thereby causing the generalization performance to deterio-
rate. Moreover, in the existing automatic augmentation meth-
ods, the search phase is often dominated by an exceptional
sub-policy, which results in a loss of diversity of transfor-
mations. In this study, we solved these problems by intro-
ducing evolutionary computation to previous methods. As
mentioned earlier, maintaining diversity of transformations
is essential. Therefore, we adopted the thermodynamical ge-
netic algorithm (TDGA), which can control the population
diversity with a specific genetic operator, known as the ther-
modynamical selection rule. To confirm the effectiveness of
the proposed method, computational experiments were con-
ducted using two benchmark datasets, CIFAR-10 and SVHN,
as examples. The experimental results show that the proposed
method can obtain various useful augmentation sub-policies
for the problems while reducing the computational cost.

Introduction
Data augmentation methods have long been used to gen-
erate additional data and improve the robustness of many
computer vision tasks (Shorten and Khoshgoftaar 2019). An
appropriate data augmentation method can be used to ob-
tain a more comprehensive set of data points and effectively
reduce the distance between the training and validation, as
well as the test sets. However, selecting a data augmentation
method that efficiently matches the data with tasks requires
a high degree of specialized knowledge. It is time consum-
ing and often requires a thorough understanding of the data
domains.

The development of automated machine learning (Au-
toML) in recent years has focused the attention on automatic
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search methods for augmentation policies of datasets, and
has produced state-of-the-art results in various image clas-
sification tasks. For example, AutoAugment (Cubuk et al.
2019) was employed to search for an augmentation policy
for datasets as a discrete problem using the reinforcement
learning (RL) method for the search controller. AutoAug-
ment treats the accuracy of the validation set after learning as
a reward. Although AutoAugment achieves higher accuracy
than the conventional naive image classification method, the
calculation cost is considerably higher in that the method re-
quires thousands of GPU hours and is not realistic to repro-
duce. In addition, the difference between the search space
and application space remains problematic when using a re-
duced dataset. A policy obtained using a reduced dataset
may not fit the original dataset. Population Based Augmen-
tation (PBA) (Ho et al. 2019) accelerates learning using Pop-
ulation Based Training method (Jaderberg et al. 2017) and
significantly reduces the computational cost. Fast AutoAug-
ment (Lim et al. 2019) also drastically reduces the computa-
tional cost by dividing the dataset, training the child model
in parallel, and searching for the augmentation policy with-
out additional model learning. RandAugment (Cubuk et al.
2020) removes the separation of the search and training
phases by limiting the hyperparameters to the number and
constant magnitude of operations. These methods signifi-
cantly improve the accuracy of the image classification task
(Devries and Taylor 2017; Yamada et al. 2019) using con-
ventional naive methods, and solve the problem of computa-
tional cost, which is a major disadvantage of AutoAugment.
However, these methods continue to be problematic in that
the variety of augmentation transformations obtained by the
search phase is not considered, and the search may be domi-
nated by one dominant transformation. In addition, because
RandAugment does not include a search phase and samples
transformations randomly from the operation set, the design
of the operation set cannot be automated and requires human
coordination according to the domain and task.

The application of evolutionary computation (EC) to the
search controller is expected to optimize the combinato-
rial problem in AutoAugment. When applying EC to target
problems, controlling the diversity of genotypes in the popu-
lation is essential. However, no research of automatic policy
search that considers the diversity of EC directly has been
proposed.
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Search
method

Search
space

CIFAR-10
WRN28-2

AA RNN 1032 95.9
PBA PBT 1061 -

Fast AA Bayes 1032 -
RA Grid Search 102 95.8

TDGA AA TDGA 108 95.92

Table 1: Summarized comparison of our method with other
methods in terms of the search method, search space, and
test accuracy of CIFAR-10 on Wide-ResNet-28-2.

In this paper, we use a genetic algorithm (GA) as the EC
for the search controller and propose the thermodynamical
genetic algorithm based AutoAugment (TDGA AutoAug-
ment), which is designed to solve this lack of variety ef-
fectively by considering the diversity in GA. The test ac-
curacy of both Fast AutoAugment and RandAugment was
reportedly improved using various operations. Although it
has been stated that a GA controller may be used in Au-
toAugment, because of the problem of the premature con-
vergence of the population in simple GA (SGA) (Goldberg
1989) that has no mechanism to control population diver-
sity, an automatic augmentation method using a GA has not
been reported thus far. TDGA (Mori et al. 1995) overcame
this problem by applying thermodynamic selection rules to
extend the SGA. Using a TDGA controller, various augmen-
tation operations can be selected while maintaining a good
fit in the evaluation space.

Our experiments confirmed that various operations were
selected and that our method achieved competitive per-
formance and was faster than PBA and Fast AutoAug-
ment. On the CIFAR-10 dataset using Wide-ResNet-28-2,
we achieved 95.92% accuracy, which is comparable with
that of AutoAugment. A comparison between our method
and other methods is summarized in Table 1.

The remainder of this paper is organized as follows. First,
we introduce various methods related to automatic data aug-
mentation. We then introduce the TDGA, which is the core
of our method. The TDGA AutoAugment method is then
described in detail. Finally, we demonstrate the effective-
ness of our method in certain benchmark problems com-
pared with the baseline and previous methods.

Related Work
Thus far, many data augmentation methods for image
datasets have been reported. On natural benchmark image
datasets, such as CIFAR-10 (Krizhevsky 2009) and Ima-
geNet (Deng et al. 2009), geometric transformations, such
as random crop, horizontal flips, rotating and translating,
and color manipulation transformations, such as color shift-
ing and whitening are commonly used as baseline augmen-
tation methods (Krizhevsky, Sutskever, and Hinton 2012;
Zagoruyko and Komodakis 2016; Han, Kim, and Kim
2017). In addition, Cutout (Devries and Taylor 2017) sta-
bilizes the learning process and improves the accuracy by
randomly erasing certain areas of images. Mixup (Zhang
et al. 2018) linearly complements both labels and data to

create new data, enabling data augmentation without do-
main knowledge, thus, enhancing the robustness of learn-
ing. However, choosing these augmentations requires a con-
siderable amount of expert time and knowledge of the data
domain.

Against this background, methods that can automatically
acquire data augmentation strategies have been developed.
Smart Augmentation (Lemley, Bazrafkan, and Corcoran
2017) generates additional data by training the network that
generates a new image and the network that identifies it us-
ing the same class of samples as input. Smart Augmentation
contributes to suppressing over-fitting during training. High
accuracy was achieved by generating additional data using
generative adversarial networks (GAN) (Ratner et al. 2017).
Bayesian DA (Tran et al. 2017) combined the Bayesian ap-
proach with GAN and generated annotated training points
based on the distribution learned from the training set. The
augmented data are treated as missing variables.

Apart from these methods, the rise of AutoML in recent
years (Zoph et al. 2017; Real et al. 2018) has resulted in
a focus on the use of augmentation to determine the data
augmentation policy rather than generating additional data
directly. AutoAugment (Cubuk et al. 2019) uses Recurrent
Neural Network (RNN) as a controller to search for oper-
ation types, probabilities, and intensities, and generates a
policy consisting of multiple sub-policies. The augmenta-
tion policy that was obtained greatly improved the accu-
racy of the conventional methods. In addition, AutoAug-
ment showed that the obtained policy can be used for vari-
ous datasets. However, because AutoAugment trains a child
model from scratch, it is very time-consuming to train. The
computational cost of PBA (Ho et al. 2019) was reduced
with the PBT algorithm, and the accuracy was reported to
have been improved by optimizing the schedule of the aug-
mentation. Fast AutoAugment (Lim et al. 2019) accelerates
policy search by Bayesian search. This was accomplished by
parallelizing learning and not performing additional training
for the child models. In RandAugment (Cubuk et al. 2020),
the hyperparameters were limited to the number of opera-
tions N and the magnitude M ; the accuracy was improved
by applying the augmentation policy directly during train-
ing. In addition, for RandAugment, it was reported that, even
if the magnitude of all operations were to be fixed with the
operation magnitude scaled within a certain range, the accu-
racy would not be significantly affected. The development
of TDGA AutoAugment was greatly inspired by these de-
velopments; we have used some of these techniques in our
paper.

Thermodynamical Genetic Algorithm
A GA is an optimization method based on the evolution
process of a system (Goldberg 1989; Holland 1992). It has
been used to solve the discrete optimization problem be-
cause it does not require prior knowledge of rewards or dif-
ferential gradients; however, GA is adversely affected by
a phenomenon known as premature convergence. In other
words, population diversity is often lost in the early stages
of searching. TDGA (Mori et al. 1995) solves this premature
convergence problem by adding the concept of temperature
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and entropy to the selection rule. This was inspired by the
method of simulated annealing (SA) (Kirkpatrick, Gelatt,
and Vecchi 1983) and the principle of minimum free energy
in thermodynamics with the aim of maintaining and control-
ling the diversity of the population.

Simulated Annealing and the Principle of Minimal
Free Energy
Let us consider the following optimization problem:

min
x

E(x), x ∈ F , (1)

where the set of feasible solutions F is assumed to be fi-
nite. Hereafter, the objective function E is called the energy
function.

SA obtains a new state x′ to perturb an old state x. If the
energy of the new state E(x′) is less than the energy of the
old state E(x), the state translates x′ with high probability.
If x′ is larger than x, the transition occurs with a low proba-
bility using the parameter T (the temperature). SA uses this
approach to find the minimum state, that is, state with the
lowest energy.

When T is a fixed constant, the distribution of the
Metropolis method, which is a typical transition rule of SA,
becomes a Gibbs distribution. Further, it is also known that
this distribution minimizes the free energy F defined by:

F = 〈E〉 −HT, (2)

where 〈E〉 is the mean energy of the system and H is the
entropy. This is known as the principle of minimum free
energy. TDGA regards the first term of the free energy in
Eq.(2) as the energy minimization term; the second term is
responsible for maintaining the diversity. These two terms
are adjusted by the temperature parameter T .

Calculation of the Entropy and Minimization of
the Free Energy in TDGA
At first glance, the entropy is estimated by

HALL = −
∑
i

pi log pi, (3)

where pi is the ratio of genotype i that appears in the pop-
ulation. If the size of the population is sufficiently large, H
provides a good estimate of entropy. However, in the GA, the
population size is extremely small compared to the number
of possible states |F|.

Hence, TDGA alternatively calculates the population en-
tropy H1 from each allele as follows:

H1 =
M∑
k=1

H1
k , H1

k = −
∑

j∈{0,1}

P k
j logP k

j , (4)

where H1
k is the entropy of the locus k, and P k

j is the exis-
tence probability of gene j on locus k. In TDGA, H1 is re-
garded as H in the second term of Eq.(2). (Mori et al. 1995)
proved thatHALL in Eq.(3) andH1 in Eq.(4) would be equal
under the condition of that the gene of each locus takes an

Algorithm 1 TDGA algorithm

Require: (Np: the population size, Ng: the number of gen-
erations, T (t): the temperature schedule)

Ensure: The final population P(Ng)
t⇐ 0
Set the initial population P(0) randomly
while t < Ng do
T ⇐ T (t)
e⇐ Elite individual having the minimum energy (best
solution) from P(t)
Pair all the individuals and obtain Np offspring Po(t)
P ′(t)⇐ P(t) ∪ Po(t)
Apply the mutation operator to P ′(t)
P ′(t)⇐ P ′(t) ∪ {e}
i⇐ 1
P(t+ 1)⇐ φ // next population
while i ≤ Np do
P(t + 1, i, h) ⇐ P(t + 1) ∪ {h}, where h denotes
the hth individual in P ′(t).
// select the individual that minimizes the free energy
Fh = 〈EP(t+1,i,h)〉 −HP(t+1,i,h)T
hmin ⇐ arg min

h
Fh

P(t+ 1)⇐ P(t+ 1) ∪ {hmin}
i⇐ i+ 1

end while
t⇐ t+ 1

end while

independent value. The basic concept of TDGA is to cre-
ate a population that minimizes the free energy. However,
it is difficult to minimize free energy exactly; TDGA uses
an approximate greedy method, which adds the individual
making free energy minimum in the temporary generation
into the next generation one after another. The pseudocode
of the TDGA algorithm is provided in Algorithm 1. TDGA
adds a tentative individual to the next population P(t + 1)
and calculates the mean energy 〈EP(t+1,i,h)〉 and the en-
tropy HP(t+1,i,h) every time entering the inner loop.

TDGA AutoAugment
In this section, we introduce the proposed TDGA AutoAug-
ment algorithm, which searches for the augmentation policy
based on the evolutionary approach. The main purpose of
TDGA AutoAugment is to maintain the diversity of trans-
formations while searching. This approach was inspired by
the report that the accuracy of Fast AutoAugment and Ran-
dAugment can be expected to be improved by adopting var-
ious transformations (Lim et al. 2019; Cubuk et al. 2020).
Using TDGA AutoAugment, we extract the appropriate set
of operations that fit the problem from the transformation
candidates. Figure 1 shows an overview of TDGA AutoAug-
ment.

Search Space
In TDGA AutoAugment, we consider policy search as a dis-
crete combinatorial optimization problem. Each operation is
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Figure 1: Overview of TDGA AutoAugment. Each individ-
ual corresponds to one sub-policy, which is evaluated by the
pre-trained model on Dtrain. Its accuracy is considered as
the fitness. The TDGA algorithm controls evolution to leave
diverse transformations in the next generation.

associated with two possible actions: the operation type is
either used or not used. Therefore, the operation set has 216
possibilities. In addition, each operation shares the magni-
tudeM and probability p among all operations. This method
of using a constant magnitude was adopted in RandAug-
ment. M takes a value from 0 to 30. All transformations
represented by each gene is applied with probability p =
m/L, where L is chromosome length and m is a positive
integer of 1 to 5. Finally, we add a new hyperparameter here
in the form of the temperature parameter T , which is used in
TDGA AutoAugment. The temperature parameter is a hy-
perparameter related to the degree to which the diversity of
operations is maintained. We used 10 decimal values, which
were sampled from [0, 0.1] in our experiments; the value is
fixed during the search. This means that an identity function
is used as the temperature scheduler T (t) in the TDGA algo-
rithm. Therefore, the search space of TDGA AutoAugment
has approximately (31 × 5 × 10 × 216) ≈ 1.0 × 108 pos-
sibilities, which is much smaller than 1032, the search space
for AutoAugment and Fast AutoAugment.

Implementation
TDGA AutoAugment consists of two simple processes: (1)
pre-training the model and (2) searching with the TDGA
controller. In TDGA AutoAugment, the training sample is
divided into a training dataset Dtrain and an evaluation
datasetDvalid by stratified shuffling (Shahrokh Esfahani and
Dougherty 2013). The accuracy of the transformed Dvalid

for the model trained on Dtrain is regarded as the fitness
of the individual and its negative value is regarded as the
energy of TDGA free energy. This method is used in Fast
AutoAugment to reduce the computational cost by evaluat-
ing a sub-policy without additional training. The locus of
the individual corresponds to each transform, and each in-
dividual represents a sub-policy. When converting from the
individual to the sub-policy, the corresponding transforma-
tions are applied sequentially with probability p. At the fi-
nal training phase after evolution, each image is transformed
with a randomly chosen sub-policy fromB sub-policies. Be-
cause TDGA AutoAugment does not use a reduced dataset,

Algorithm 2 TDGA AutoAugment algorithm. Individuals
correspond to sub-policies, and the fitness corresponds to the
accuracy of the transformed Dvalid in the model trained on
Dtrain.
Require: (θ,Dtrain, Dvalid, Np, Ng, T , M : operation mag-

nitude, B: the number of final sub-policies, m: multiplier
of probability)

Ensure: The obtained policy T∗
Train θ on Dtrain

P ⇐ TDGASearch(θ,Dvalid, Np, Ng, T,M,m)
T∗ ⇐ TDGA selects top-B sub-policies in P

the problem of discrepancies between the true data space
and sampling space does not arise. Therefore, we can expect
more accurate data regularization. The overall procedure is
summarized in Algorithm 2.

Experiments and Results
To investigate the performance of TDGA AutoAugment,
we applied the method to CIFAR-10 and SVHN (Netzer
et al. 2011) datasets and compared the results with those
of the baseline and previous methods. Pre-training was con-
ducted for 200 epochs. Referring to the previous meth-
ods, we searched over 16 operations (AutoContrast, Equal-
ize, Invert, Rotate, Posterize, Solarize, SolarizeAdd, Color,
Contrast, Brightness, Sharpness, ShearX/Y, Cutout, Trans-
lateX/Y). In the GA, the final generation was set to 30
(Ng = 30), the mutation rate of each locus was set to 0.06,
and uniform crossover was used based on (Mori et al. 1995).
In the search process, 90% of the training data were used for
Dtrain, and the remaining 10% were used for Dvalid. The
final policy with 16 sub-policies (B = 16) out of 64 sub-
policies (Np = 64) was used to train the models for each
dataset. The magnitude range setting of each operation was
from AutoAugment as much as possible to allow a fair com-
parison to be made.

CIFAR-10 Results
CIFAR-10 is a benchmark dataset for image classification
that has been studied for a long time, and includes 50,000
training images and 10,000 test images. Pad-and-crop, Ran-
domHorizontalFlip, and Cutout were used as default aug-
mentations. For the models, we used a learning rate of 0.1,
weight decay of 5e-4, batch size of 128, and cosine learning
rate decay for 200 epochs. We set m = 2 for the experi-
ments. Table 2 lists the test accuracies.

First, we discuss the dependence of TDGA AutoAugment
on the temperature parameter T . In Figure 2, we show the
valid/test accuracies for various temperature settings. The
horizontal axis represents the temperature and the vertical
axis represents accuracy. The validation accuracy and test
accuracy are almost parallel. For Wide-ResNet-28-2 and
Wide-ResNet-28-10, the best settings were M = 5, T =
0.02 and M = 7, T = 0.01. The results show that select-
ing the appropriate temperature T improves the accuracy.
We attained a Top-1 accuracy of 95.92%, which is compara-
ble with AutoAugment and 0.12% higher than that of Ran-
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Dataset Model Baseline AA PBA Fast AA RA TDGA AA
CIFAR-10 Wide-ResNet-28-2 94.9 95.9 - - 95.8 95.92±0.05

Wide-ResNet-28-10 96.1 97.4 97.4 97.3 97.3 97.25±0.05
SVHN (core) Wide-ResNet-28-10 96.9 98.1 - - 98.3 97.95±0.03

Table 2: Test accuracy (%) on CIFAR-10 and SVHN core set. Comparisons across default data augmentation (baseline), Au-
toAugment (AA), Population Based Augmentation (PBA), Fast AutoAugment (Fast AA), RandAugment (RA), and proposed
TDGA AutoAugment (TDGA AA). For accuracy values other than TDGA AutoAugment, the values reported in their respec-
tive papers are used. We used the models: Wide-ResNet-28-2 and Wide-ResNet-28-10 (Zagoruyko and Komodakis 2016). Five
independent run were performed for Wide-ResNet-28-2, and three independent runs for Wide-ResNet-28-10.

Figure 2: Valid/test accuracy of Wide-ResNet-28-2 trained
on CIFAR-10 using various temperatures. We performed
five independent runs at each temperature. The bars repre-
sent the standard deviation values for each trial.

dAugment. Furthermore, as the temperature increases, more
diverse transformations are adopted, and their behavior ap-
proaches that of RandAugment. This is because when the
temperature rises, there is a tendency to use random trans-
formations regardless of the fitness value. Conversely, as the
temperature decreases, the diversity is lost, and the accuracy
approaches the baseline of the Cutout model. This indicates
that when the temperature is excessively low, the B sub-
policies are all similar. Moreover, the dominant sub-policy
tends to resemble an identity function that does not change
the original image. As shown in Algorithm 1, TDGA al-
ways selects the best individual in the current population and
places it in the next population regardless of the temperature.
This is the paramount reason why the proposed method has
a low dependence on temperature.

Figure 3, 4 show the variation in the entropy of each locus
during the search process using two temperature settings: T
= {0.02, 0.002}. The x-axis, y-axis, and z-axis represent the
generation, the locus, and the entropy value, respectively.
The high entropy value means that the diversity of the lo-
cus is preserved in that generation. If a transformation is al-
ways used because of its effectiveness, the entropy of the
locus of that transformation may become low. Besides, if
a transformation is not used because of its uselessness, the
entropy of the locus also may become low. Conversely, a

transformation corresponding to a high entropy locus is dif-
ficult to decide its use or not. Therefore, the optimization
for such transformations is very important in improving the
accuracy. The entropy level shows the essential transforma-
tion in RandAugment. Similar to Fast AutoAugment, TDGA
AutoAugment uses a method that searches for sub-policies
that fit the evaluation data without additional training. This
results in a situation in which the default sub-policy domi-
nates the search, and some operations making a big conver-
sion to the image are rarely adopted. Figure 3 shows that
the TDGA AutoAugment retains these transformations in a
search with appropriate temperature settings whereas the di-
versity of certain transformations is lost when the temper-
ature T is small (Figure 4). This result shows that the ac-
curacy increases when diverse augmentation operations are
used in the final generation.

Figure 5 shows the final entropy values and the numbers
of operations when T = 0.02. The horizontal axis represents
the type of operation. The left vertical axis represents the en-
tropy value of the final generation, and the right vertical axis
represents the number of operations. In our experiment, the
operation that has a low entropy value tended to be rarely
adopted in the final training phase. This indicates that TDGA
focused more on maintaining diversity rather than always
adopting valid transformations. Here we quote the results
shown in Table 5 of the RandAugment paper. TDGA Au-
toAugment actively adopted operations with positive con-
tributions, such as Rotate, Shear, and Translate. In addition,
our method succeeded in efficiently removing the operations
with negative contributions, such as Solarize and Posterize.

Next, we investigated the effect of changing the number
of sub-policies B on accuracy. We set Np = 64, M = 5,
m = 2, and T = 0.02. Figure 6 shows that the test accuracy
improves as the number of sub-policies increases. The hor-
izontal axis represents the number of sub-policies and the
vertical axis represents the test accuracy. Because TDGA
AutoAugment includes various transformations in one sub-
policy, it functions with fewer sub-policies than previous
methods (AutoAugment has 25 sub-policies and Fast Au-
toAugment has 50 sub-policies).

Additionally, we performed comparative experiments be-
tween the TDGA and SGA controller. In the SGA, we used
tournament selection with a size of 2 and uniform crossover.
The probability of the crossover between individuals was set
to 0.6. As the TDGA performs fitness evaluations twice as
many fitness evaluations as the SGA in one generation, the
population size in the SGA is twice as large as that of the
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Figure 3: Variation of the entropy of each locus during the
search process on CIFAR-10 (T = 0.02).

Figure 4: Variation of the entropy of each locus during the
search process on CIFAR-10 (T = 0.002).

TDGA to compensate for the difference. Other hyperparam-
eters were similar to those of the CIFAR-10 experiment on
Wide-ResNet-28-2. With SGA, we obtained a test accuracy
of 95.80±0.10%, which is 0.12% lower than that of TDGA
AutoAugment. Figure 7 shows the entropy value of the fi-
nal generation and the number of operations with the SGA
controller. The axes are the same as in Figure 5. Figure 7
shows that many operations were completely removed in the
final training phase with the SGA controller. Overall, this re-
sult enhanced the effectiveness of the TDGA controller in a
search space of approximately the same size.

SVHN Results
SVHN is an image dataset that contains numbers and con-
sists of 73,257 training images (the core training set),
531,131 additional training images(the extra training set),
and 26,032 test images. In our experiments, we used the
core dataset to assess the direct search performance. We used
the same default augmentations as for CIFAR-10. For the
model, we used a learning rate of 5e-3, weight decay of 5e-
3, batch size of 128, and cosine learning rate decay for 200
epochs. We set m = 3 for the experiment. The result is pre-
sented in Table 2. We find that the best settings wereM = 8,
and T = 0.02.

Figure 5: Relationship between the final entropy value and
the number of operations. The blue part of the bar graph
shows the number of operations in the final generation and
the orange part shows the number of operations adopted in
the final training phase.

Figure 6: Variation of the test accuracy as the number of
sub-policies increases. We performed five independent runs
for each setting. The bars represent the standard deviation
values for each trial.

In our experiment, we could not obtain results comparable
to those of the previous methods for Wide-ResNet-28-10.
In the experiments using SVHN, more types and numbers
of transformations tended to be adopted than in the exper-
iments using CIFAR-10. According to RandAugment, the
number of optimal transformations increases with the size
of the dataset and model, and this result itself is natural. On
the other hand, if a sub-policy contains a large number of
operations, excessive transformations may be applied to the
image, and the essence of the data may be lost. This problem
is thought to be one of the reasons why the accuracy rate did
not improve sufficiently in the experiments using SVHN.

Computational Cost
To compare the computational costs of the methods, we
measured the time required to conduct a policy search using
reduced CIFAR-10, which consists of 4,000 randomly cho-

9856



Figure 7: Final entropy value and the number of operations
with SGA controller.

GPU hours GPU
AA 5000 Tesla P100
PBA 5 Titan XP

Fast AA 3.5 Tesla V100
TDGA AA 2.5 RTX 2080Ti

Table 3: Comparison of the number of GPU hours required
by TDGA AutoAugment with those required by other meth-
ods.

sen examples. We used the PyramidNet+ShakeDrop model
(Yamada, Iwamura, and Kise 2018). We set the number of
pre-training epochs to 120 (used in AutoAugment) and used
a batch size of 32. The other parameters were similar to
those used in the experiment. Table 3 compares the computa-
tional costs. TDGA AutoAugment is computationally more
efficient than the previous methods (it requires more than a
GPU hour for both pre-training and searching). This depends
on the small search space of TDGA AutoAugment (see Fig-
ure 1); it is expected that additional GPU hours would be
required as the problem setting becomes more complex.

Discussion
TDGA AutoAugment solved the problems presented by the
huge computational cost and search convergence; however,
certain problems should be addressed.

First, in our experiment, the probability of applying the
operation was set to m/L and shared among all operations.
The role of m in TDGA AutoAugment is similar to that of
N in RandAugment. This means that m is responsible for
the expected value of the number of operations applied. In
RandAugment, it has been reported that the optimal value
of N varies depending on the size of the dataset and model.
Therefore, we expect the accuracy to improve by searching
the application probability of each transformation. As an im-
plementation, the TDGA extension that can handle any non-
negative integer as a gene is effective.

Second, TDGA AutoAugment does not consider the order
in which operations are applied. The order may affect the ac-

curacy depending on the application operation (f ◦ g is not
necessarily the same as g ◦ f ). The problem of optimizing
the application order of operations can be regarded as a trav-
eling salesman problem (TSP). The graph has operations as
nodes and operation connection relationships as edges. The
application of the TDGA to solve the TSP is considered ef-
fective (Maekawa et al. 1996). In this case, the population
will evolve to preserve the diversity of the branch, which is
equivalent to the diversity of the application order.

Finally, it was conformed that the accuracy of TDGA
AutoAugment can be improved by setting an appropriate
temperature. However, the specification of the temperature
range to be searched depends on the fitness value of the in-
dividual. This means that the policy search is still not com-
pletely automatic. Therefore, it is also necessary to adjust
the temperature dynamically to maintain the entropy (Mori,
Kita, and Nishikawa 1996).

Conclusion
In this paper, we introduced TDGA AutoAugment, which is
an automatic data augmentation method for searching a pol-
icy including various sub-policies. Our method succeeded
in searching for reasonable and diverse augmentation while
reducing the calculation time and achieved comparable ac-
curacy to that of previous methods. Besides, we confirmed
the effectiveness of our TDGA controller through the com-
parison experiment using SGA on the same search space.

Future tasks include experiments on other benchmark
datasets, such as CIFAR-100 and ImageNet or real-world
problems, investigation of the transferability of the obtained
augmentation policy to other datasets, and automatic search
for the operation sequence, probability, and magnitude.
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