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Abstract

Adversarial attack can misguide the deep neural networks
(DNNs) with adding small-magnitude perturbations to nor-
mal examples, which is mainly determined by the gradient of
the loss function with respect to inputs. Previously, various
strategies have been proposed to enhance the performance of
adversarial attacks. However, all these methods only utilize
the gradients in the present and past to generate adversarial
examples. Until now, the trend of gradient change in the fu-
ture (i.e., the derivative of gradient) has not been considered
yet. Inspired by the classic proportional-integral-derivative
(PID) controller in the field of automatic control, we propose
a new PID-based approach for generating adversarial exam-
ples. The gradients in the present and past, and the derivative
of gradient are considered in our method, which correspond
to the components of P, I and D in the PID controller, respec-
tively. Extensive experiments consistently demonstrate that
our method can achieve higher attack success rates and ex-
hibit better transferability compared with the state-of-the-art
gradient-based adversarial attacks. Furthermore, our method
possesses good extensibility and can be applied to almost all
available gradient-based adversarial attacks.

Introduction
Deep Neural Networks (DNNs) have been demonstrated to
be highly vulnerable to adversarial attacks, which are de-
signed carefully by adding small-magnitude perturbations
to original inputs (Szegedy et al. 2014; Goodfellow, Shlens,
and Szegedy 2014). Adversarial examples can be hardly dis-
tinguished from normal examples by human observers but
can misguide the DNNs to produce incorrect outputs. Thus,
adversarial examples may result in security risks of misiden-
tification and misdirection in deep learning applications such
as autonomous vehicles and language translation systems
(Athalye et al. 2018; Hein and Andriushchenko 2017). Pre-
viously, a variety of algorithms have been proposed to gen-
erate adversarial examples such as fast gradient sign method
(FGSM) (Goodfellow, Shlens, and Szegedy 2014), Carlini
& Wagner’s method (C&W) (Carlini and Wagner 2017) and
generative adversarial networks method (GANs) (Xiao et al.
2018). Among these methods, FGSM has lower cost and
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better performance in general, and it has received more and
more attention recently (Liu et al. 2017; Madry et al. 2018;
Cheng et al. 2019; Zheng, Chen, and Ren 2019).

The improved methods of FGSM include making full
use of the gradient (i.e., better optimization algorithm)
and data augmentation. Generally, better optimization al-
gorithms such as Momentum Iterative (MI-FGSM) (Dong
et al. 2018) and Nesterov Iterative (NI-FGSM) (Lin et al.
2020) try to prevent the generated adversarial examples
from falling into poor local maxima, and data augmenta-
tion strategies, e.g., diverse inputs (DI) (Xie et al. 2019b),
translation-invariant (TI) (Dong et al. 2019) and scale-
invariant (SI) (Lin et al. 2020), strive to prevent the gener-
ated adversarial examples from overfitting the model. Nev-
ertheless, the abovementioned adversarial attacks only con-
sider the gradients in the present and past to update the added
adversarial perturbations. To the best of our knowledge, the
trend of gradient change in the future (i.e., the derivative of
gradient) has not been taken into consideration.

In this study, we propose a new PID-based approach to
generate the adversarial examples, which takes the present
gradient, past gradient, and the derivative of gradient of the
loss function into account. Note that PID controller is a clas-
sic controller in the field of automatic control (Ang, Chong,
and Li 2005). The basic philosophy behind it is to exploit
the present, past and derivative of the prediction error to
control a feedback system. An et al. (2018) firstly pointed
out that the backpropagation in neural networks employed
in machine learning shares some similarity to the feedback
in PID control, and the idea of PID control can be utilized to
optimize the parameters of DNNs. In our opinion, the PID
control also has a close relationship with the process of gen-
erating the adversarial examples. For example, if we view
the gradient of loss function in DNNs as prediction error in
PID controller, FGSM can be considered as a P controller
since it uses the present gradient to generate the added ad-
versarial perturbations, and MI-FGSM and NI-FGSM can
be considered as two PI controllers since they both use the
gradients in the present and past to generate the added ad-
versarial perturbations. In this paper, we integrate the idea of
PID control into adversarial attacks to form a series of new
PID-based adversarial attacks. Our contributions are listed
as follows.

• We first revealed the relationship between the optimiza-
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tion process of adversarial attack and PID control, and
established a close connection between the field of classi-
cal control and the adversarial attack, which opens a new
door for solving the optimization problem of adversarial
attack.

• A series of new PID-based adversarial attacks are pro-
posed in this paper, which can not only achieve higher
success rates, but also possess better transferability. More-
over, compared with those P and PI-based adversarial at-
tacks, our new PID-based methods may have high exec-
utive efficiency, i.e., with consuming the same time, the
performance obtained by our algorithm is better in gen-
eral.

• Our new strategy possesses good extensibility and can be
easily applied to almost all available gradient-based ad-
versarial attacks.

Background
In this section, we give a brief overview of the gradient-
based adversarial attack methods and PID controller.

Gradient-based Adversarial Attack Methods
Let x denote a original image and y denote the correspond-
ing ground-truth label. A given classifier f (x) outputs a
label ŷ as the prediction for an input image x. An adver-
sarial example xadv is generated by adding small perturba-
tions to x to mislead the classifier, i.e., f

(
xadv

)
6= y. We

use J (x, y) to denote the cross-entropy loss function of the
classifier. To generate the adversarial example, the goal is to
maximize the loss function J

(
xadv, y

)
. In this work, we uti-

lize theL∞ norm to measure the perceptibility of adversarial
perturbations, i.e.,

∥∥xadv − x∥∥∞ ≤ ε, where ε describes the
magnitude of perturbations.

Fast gradient sign method (FGSM) (Goodfellow, Shlens,
and Szegedy 2014) generates an adversarial example by cal-
culating the gradient of the loss function, and performs the
one-step update as

xadv = x+ ε · sign (∇xJ (x, y)) (1)

where ∇xJ is the gradient of the loss function with respect
to x, and sign (·) is the sign function to restrict the pertur-
bation in the L∞ norm bound.

Momentum Iterative Fast Gradient Sign Method (MI-
FGSM) (Dong et al. 2018) adopts momentum term to sta-
bilize the update directions for perturbations. Note that dif-
ferent from the original FGSM, MI-FGSM applies gradient
updates multiple times with a small step size (i.e., iterative
gradient-based attack), which firstly proposed by Kurakin,
Goodfellow, and Bengio (2016). The update procedure of
MI-FGSM is described as follows.

gt+1 = µ · gt +
∇xJ

(
xadvt , y

)∥∥∇xJ (xadvt , y
)∥∥

1

(2)

xadvt+1 = Clipεx
{
xadvt + α · sign (gt+1)

}
(3)

where xadv0 = x, g0 = 0, gt is the accumulated gradient at
iteration t, µ is the decay factor of the momentum term, α

is the step size, and the Clipεx {·} function indicates that the
generated adversarial examples are clipped within the ε-ball
of the original image.

Nesterov Iterative Fast Gradient Sign Method (NI-FGSM)
(Lin et al. 2020) proposes to improve the transferability
of adversarial examples by integrating Nesterov acceler-
ated gradient proposed by Nesterov (1983) into the iterative
gradient-based attack, and the update procedure is formal-
ized as follows.

xnest = xadvt + αµ · gt (4)

gt+1 = µ · gt +
∇xJ (xnest , y)

‖∇xJ (xnest , y)‖1
(5)

xadvt+1 = Clipεx
{
xadvt + α · sign (gt+1)

}
(6)

where xadv0 = x, g0 = 0, and xnest means that xadvt makes
a jump in the direction of the previously accumulated gradi-
ent.

PID Controller
The PID controller originated in the 19th century and has
been the most popular controller in industry due to its sim-
plicity and interpretability (Astrom and Hagglund 2001).
Specifically, the PID controller continuously calculates the
prediction error e(t), i.e., the difference between the ex-
pected optimal output and the measured system output (Ang,
Chong, and Li 2005). According to the proportional (P), in-
tegral (I), and derivative (D) terms of e(t), the system control
signal u (t) is obtained, which can be described as

u (t) = kpe (t) + ki

∫ t

0

e (t) + kd
d

dt
e (t) (7)

where kp, ki, and kd are the gain coefficients on the P, I and
D components, and e (t),

∫ t
0
e (t) and d

dte(t) represent pre-
diction errors in the present and past, and the change trend
of prediction error in the future, respectively. Note that in the
field of classic control, it seems very simple to introduce D
controller into PI controller to form the PID controller. How-
ever, compared with the PI controller, the PID controller has
made a revolutionary improvement. The fundamental reason
is that D controller can predict the changing trend of the er-
ror e(t), and thus the introduction of the D controller can
reduce the overshoot, enhance system stability and result in
fast response.

Method
In this section, we reveal the relationship between the adver-
sarial attack and PID control firstly. Then, how to apply the
idea of PID control to optimize two state-of-the-art adver-
sarial attacks, i.e., MI-FGSM and NI-FGSM, will be exem-
plified. Note that our method is a general method and can be
applied to almost all gradient-based attacks to improve the
performance of adversarial examples.

Relationship Between FGSM Series and PID
Control
In our opinion, adversarial attack can be abstracted as such
a controller, whose input is the gradient of loss function and
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the output is the added perturbations. The added perturba-
tions are mainly determined by the gradient of the loss func-
tion, which is equivalent to the error single e(t) in PID con-
troller. The goal of the adversarial attack is to maximize the
loss function. Nowadays, many existing methods have been
proposed to maximize the loss J(xadvt , y) by updating xadvt

using the gradients∇xJ
(
xadvt , y

)
. Next, we will give some

theoretical analysis to demonstrate that FGSM and its im-
proved versions all can be regarded as P or PI controllers.

FGSM – P controller. According to Eq. (1), the added per-
turbations of the adversarial examples generated by FGSM
can be described as follows.

xadv − x = ε · sign (∇xJ (x, y)) (8)

By viewing the gradient ∇xJ (x, y) in Eq. (8) as the er-
ror e(t) in Eq. (7), we can found that FGSM only uses the
present gradient to obtain the adversarial examples. Thus,
FGSM can be regarded as a P controller.

MI-FGSM – PI controller. According to Eq. (2), MI-
FGSM gathers the gradient information up to the t-th iter-
ation for generating adversarial examples. Thus, Eq. (2) can
be rewritten as

gt+1 = µ · gt +
∇xJ(xadv

t ,y)
‖∇xJ(xadv

t ,y)‖
1

= µ2 · gt−1 + µ · ∇xJ(xadv
t−1,y)

‖∇xJ(xadv
t−1,y)‖1

+
∇xJ(xadv

t ,y)
‖∇xJ(xadv

t ,y)‖
1

= · · ·

=
t−1∑
i=0

(
µt−i · ∇xJ(xadv

i ,y)
‖∇xJ(xadv

i ,y)‖
1

)
+

∇xJ(xadv
t ,y)

‖∇xJ(xadv
t ,y)‖

1

(9)

As seen in Eq. (9), the first and second items correspond
to the normalized gradients in the past and present, respec-
tively. For simplicity, we represent these two items as

Pt =
∇xJ(xadv

t ,y)
‖∇xJ(xadv

t ,y)‖
1

, It =
t−1∑
i=0

(
µt−i · ∇xJ(xadv

i ,y)
‖∇xJ(xadv

i ,y)‖
1

)
Then, according to Eq. (3), the adversarial examples gener-
ated by MI-FGSM at each iteration can be rewritten as

xadvt+1 = Clipεx
{
xadvt + α · sign (It + Pt)

}
(10)

Neglect the Clipεx {·} function, and we can get

xadvt+1 − xadvt = α · sign (It + Pt) (11)

In Eq. (11), the left side represents the added perturbations
at each iteration. As seen, MI-FGSM can be regarded as a PI
controller. Analogously, NI-FGSM can also be regarded as
a PI controller.

PID-based Adversarial Attack
As exemplified above, MI-FGSM and NI-FGSM both try to
maximize the loss function J(xadvt , y) via updating xadvt .
However, in their optimization process, they only take into
account the gradients∇xJ

(
xadvt , y

)
in the past and present.

According to the characteristics of D controller in the field
of classical control (i.e., reducing the overshoot, enhancing
system stability and fast response, etc.), if we can introduce
D controller take into account the changing trend of gradi-
ent in the future, the optimal adversarial examples may be

Algorithm 1 MID-FGSM
Input: A clean example x with ground-truth label y; a clas-
sifier f with loss function J .
Parameter: The size of perturbation ε; iterations T , decay
factor µ, and control parameter kd.
Output: Adversarial example xadv .

1: Let α = ε/T , xadv0 = x, g0 = 0, D0 = 0;
2: for t = 0 to T − 1 do
3: Get xbt by xbt = xadvt − α ·Dt;
4: Input xbt to f and obtain gradient∇xbJ(xbt , y);
5: Input xadvt to f and obtain gradient∇xJ(xadvt , y);
6: Update Dt+1 by Eq. (14);
7: Update gt+1 by Eq. (12);
8: Update xadvt+1 by Eq. (13);
9: end for

10: return xadv = xadvT .

easier to be found. Thus in the next, we will integrate the D
term into the existing gradient-based adversarial attacks to
form a series of new PID-based attacks, named MID-FGSM
and NID-FGSM, in which the item of D represents the con-
sideration of gradient changing trend in the future. The ob-
tained MID-FGSM is summarized in Algorithm 1, and the
core procedure of it can be formalized as follows.

gt+1 = µ · gt +
∇xJ

(
xadvt , y

)∥∥∇xJ (xadvt , y
)∥∥

1

−Dt+1 (12)

xadvt+1 = Clipεx
{
xadvt + α · sign (gt+1)

}
(13)

where Dt+1 represents the accumulation of the derivative of
gradients.

In our algorithm,D0 is equal to 0, andDt+1 is updated by
accumulating the derivative of gradient, which refers to the
difference between the gradients of J(xadvt , y) and J(xbt , y)

Dt+1 = Dt + kd ·Bt (14)

where Bt =
∇xJ(xadv

t ,y)
‖∇xJ(xadv

t ,y)‖
1

− ∇
xbJ(xb

t ,y)
‖∇xbJ(xb

t ,y)‖1
, kd is a con-

trol parameter, xbt is an intermediate state between xadvt−1 and
xadvt .

The reason why we replace xadvt−1 with xbt is that
the discrepancy between the gradients of J(xadvt−1, y) and
J(xadvt , y) is generally too large, which may cause the ad-
versarial examples to deviate from the global optimum. xbt
is obtained by tuning the xadvt backward a little bit and can
be described as follows.

xbt = xadvt − α ·Dt (15)

where α is the step size of each iteration, and Dt represents
the accumulation of the derivative of gradients at iteration t.

Subsequently, we rewrite Eq. (12) to the format of PID
controller for better understanding of the proposed algo-
rithm. Via the same derivation process as that in Eq. (9), we
can obtain Eq. (16) according to Eq. (14).

Dt+1 = kd ·
t∑
i=0

Bi (16)
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where Bi =
∇xJ(xadv

i ,y)
‖∇xJ(xadv

i ,y)‖
1

− ∇
xbJ(xb

i ,y)
‖∇xbJ(xb

i ,y)‖1
.

Substituting Eq. (16) into Eq. (12), we have

gt+1 =


It + Pt − kd

(1−µ)

t∑
i=0

(
1− µt−i

)
Bi µ 6= 1

It + Pt − kd
t∑
i=0

(t− i+ 1)Bi µ = 1
(17)

where

Pt =
∇xJ(xadv

t ,y)
‖∇xJ(xadv

t ,y)‖
1

, It =
t−1∑
i=0

(
µt−i · ∇xJ(xadv

i ,y)
‖∇xJ(xadv

i ,y)‖
1

)
.

The items of Pt, It and Bi represent gradients in the present
and past, and the derivative of gradient, respectively. Note
that if kd = 0, MID-FGSM degenerates to MI-FGSM.

Similarly, we can integrate the idea of PID control into
NI-FGSM to obtain NID-FGSM. Starting with xadv0 = x,
g0 = 0 and D0 = 0, the update procedure of NID-FGSM
can be formalized as follows.

xnest = xadvt + αµ · gt (18)

xbt = xadvt − α ·Dt (19)

B∗t =

(
∇xJ (xnest , y)

‖∇xJ (xnest , y)‖1
−
∇xbJ

(
xbt , y

)∥∥∇xbJ
(
xbt , y

)∥∥
1

)
(20)

Dt+1 = Dt + kd ·B∗t (21)

gt+1 = µ · gt +
∇xJ (xnest , y)

‖∇xJ (xnest , y)‖1
−Dt+1 (22)

xadvt+1 = Clipεx
{
xadvt + α · sign (gt+1)

}
(23)

where Dt represents the accumulation of the derivative of
gradients at iteration t, gt denotes the update directions of
perturbations at iteration t, and µ denotes the decay factor
of gt. Note that if kd = 0, NID-FGSM degenerates to NI-
FGSM.

The Extensibility of PID-based Adversarial Attack
Our PID-based approach possesses good extensibility and
can be combined with the data augmentation strategies (e.g.,
diverse inputs (DI) (Xie et al. 2019b), translation-invariant
(TI) (Dong et al. 2019) and scale-invariant (SI) (Lin et al.
2020)) to further improve the attack performance. Note that
in our algorithm, in each iteration, there are two states, i.e.,
xbt and xadvt . For each state, the corresponding loss func-
tion can be obtained and the gradients are computed accord-
ing to the obtained loss function. The abovementioned three
data augmentation methods all can be integrated into these
two states. We apply DI, TI and SI into our NID-FGSM
and a series of new powerful adversarial attacks named DI-
NID-FGSM, TI-DI-NID-FGSM and SI-TI-DI-NID-FGSM
are proposed in this paper.

Experiments
In this section, we conduct extensive experiments on the Im-
ageNet validation set (Deng et al. 2009) to evaluate the ef-
fectiveness of the proposed methods. All of our experiments
are conducted on the Tensorflow DNN computing frame-
work (Abadi et al. 2016) and run with four parallel NVIDIA
GeForce GTX 1080Ti GPUs.

Experimental Settings
The test dataset consists of 10, 000 images (resized to 299×
299×3) chosen randomly from the ImageNet validation set,
which are almost correctly classified by all the testing mod-
els described below. Four normally trained models and ten
defense models are selected in our test.

• Four normally trained models, i.e., Inception-v3 (Inc-v3)
(Szegedy et al. 2016), Inception-v4 (Inc-v4) (Szegedy
et al. 2017), Inception-Resnet-v2 (IncRes-v2) (Szegedy
et al. 2017) and Resnet-v2-152 (Res-152) (He et al. 2016).

• Ten defense models,
– three adversarially trained models, i.e., Inc-v3ens3, Inc-

v3ens4 and IncRes-v2ens (Tramèr et al. 2018);
– the top-3 defense strategies in the NIPS 2017 com-

petition, i.e., high-level representation guided denoiser
(HGD rank-1) (Liao et al. 2018), random resizing and
padding (R&P rank-2) (Xie et al. 2018) and the rank-3
submission (NIPS-r31);

– four recently proposed defense methods, i.e., purifying
perturbations via image compression model (Comde-
fend) (Jia et al. 2019), randomized smoothing (RS)
(Cohen, Rosenfeld, and Kolter 2019), feature distilla-
tion (FD1) (Liu et al. 2019) and feature denoising (FD2)
(Xie et al. 2019a).

To evaluate the effectiveness of the proposed PID-based
approach, two state-of-the-art algorithms MI-FGSM (Dong
et al. 2018) and NI-FGSM (Lin et al. 2020) are selected for
comparison. Note that our new PID-based approaches are
named MID-FGSM and NID-FGSM. In order to demon-
strate the extensibility of our proposed PID-based ap-
proach, the abovementioned three data augmentation strate-
gies (i.e., diverse inputs (DI) (Xie et al. 2019b), translation-
invariant (TI) (Dong et al. 2019) and scale-invariant (SI) (Lin
et al. 2020)) are integrated into the original NI-FGSM and
our proposed NID-FGSM for comparison. NI-FGSM inte-
grated with the three augmentation strategies are named DI-
NI-FGSM, TI-DI-NI-FGSM and SI-TI-DI-NI-FGSM, and
NID-FGSM integrated with the three data augmentation
strategies are termed DI-NID-FGSM, TI-DI-NID-FGSM
and SI-TI-DI-NID-FGSM, respectively.

In our experiments, the hyper-parameters, i.e., the maxi-
mum perturbations of each pixel, the number of iterations,
the step size, and the default decay factor are set as ε = 16,
T = 10, α = ε/T = 1.6, and µ = 1.0, respectively. The
transformation probabilities of DI augmentation strategy are
set as 0.5, the size of the Gaussian kernels in TI augmenta-
tion strategy are set as 15 × 15, and the numbers of scale
copies in SI augmentation strategy are set as 5.

The Control Parameter kd
In our algorithm, the parameter kd is an important factor that
should be optimized. In order to find the optimal value of kd,
two normally trained models (i.e., Inc-v3 and Inc-v4) are
considered as the target models in our test. For MID-FGSM
attack, the parameter kd is selected in the range from 0 to 1,

1https://github.com/anlthms/nips-2017/tree/master/mmd
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(a) (b) (c)

Figure 1: (a) The success rates (%) of black-box attacks (the adversarial examples are obtained by attacking Inc-v3). (b) The
success rates (%) of black-box attacks (the adversarial examples are obtained by attacking Inc-v4). (c) The success rates (%) of
black-box attacks (the adversarial examples are obtained by attacking Inc-v3).

and for NID-FGSM attack, kd is selected in the range from
0 to 0.1. Firstly, we attack Inc-v3 using MID-FGSM and
NID-FGSM separately to obtain adversarial examples. The
success rates of the obtained adversarial examples against
Inc-v4, IncRes-v2 and Res-152 are shown in Figure 1(a).
Then, we attack Inc-v4 using MID-FGSM and NID-FGSM
separately to obtain adversarial examples. The success rates
of the obtained adversarial examples against Inc-v3, IncRes-
v2 and Res-152 are shown in Figure 1(b). As seen, the op-
timal values of kd for MID-FGSM and NID-FGSM are ap-
proximately 0.7 and 0.07 respectively, which demonstrates
that the optimal values of kd generally keep stable for dif-
ferent target models. Therefore, we set the value of kd as 0.7
for MID-FGSM and 0.07 for NID-FGSM in the following
experiments.

The Effectiveness of xbt
According to our above analysis, the intermediate state xbt
is introduced to prevent the obtained adversarial examples
from falling into local optimal state. To explain the impor-
tance of xbt , we replace xbt in Eq. (14) with xadvt−1 directly, and
a new method named MID-FGSM’ can be obtained. We use
MID-FGSM and MID-FGSM’ to attack Inc-v3 separately,
and two groups of adversarial examples can be obtained,
where the parameter kd is selected in the range from 0 to
0.9. The success rates of the obtained adversarial examples
against the Inc-v4, IncRes-v2 and Res-152 are shown in Fig-
ure 1c, respectively. Note that in Figure 1(c), the label “Inc-
v4 & xbt” represents the success rates of the obtained adver-
sarial examples (generated by MID-FGSM) against Inc-v4.
The label “Inc-v4 & xadvt−1” represents the success rates of the
obtained adversarial examples (generated by MID-FGSM’)
against Inc-v4. The other labels in Figure 1c have similar
meanings. It can be observed that with selecting different
values of kd, the success rates obtained by MID-FGSM is
higher than MID-FGSM’, which demonstrates the effective-
ness of xbt .

Attacking the Single Model
In this subsection, we firstly utilize MI-FGSM, MID-FGSM,
NI-FGSM and NID-FGSM to attack the four normally
trained models separately, and then the adversarial examples
can be obtained. The success rates of the obtained adversar-
ial examples against the seven models (i.e., Inc-v3, Inc-v4,
IncRes-v2, Res-152, Inc-v3ens3, Inc-v3ens4 and IncRes-v2ens)
are listed in Table 1. As seen, in contrast to MI-FGSM and
NI-FGSM, our method can achieve higher success rates. It
is also observed that NID-FGSM outperforms all other at-
tacks. The success rates of NID-FGSM achieves approxi-
mately 100% under the white-box setting and consistently
outperforms NI-FGSM by 1% ∼ 6% under the black-box
setting. The results validate the effectiveness of our algo-
rithm and indicate that our proposed method can serve as a
powerful strategy to improve the transferability of adversar-
ial examples.

Next, we evaluate the effectiveness of our approach com-
bined with the abovementioned three data augmentation
strategies (i.e., DI (Xie et al. 2019b), TI (Dong et al. 2019)
and SI (Lin et al. 2020)). As we mentioned above, the base-
line attack NI-FGSM integrated with the three augmenta-
tion strategies are named DI-NI-FGSM, TI-DI-NI-FGSM
and SI-TI-DI-NI-FGSM, and our proposed NID-FGSM in-
tegrated with the three data augmentation strategies are
termed DI-NID-FGSM, TI-DI-NID-FGSM and SI-TI-DI-
NID-FGSM, respectively. All these methods are utilized to
attack the normally trained models separately, and then the
adversarial examples can be obtained. We test the efficiency
of the obtained adversarial examples on seven modes (i.e.,
Inc-v3, Inc-v4, IncRes-v2, Res-152, Inc-v3ens3, Inc-v3ens4 and
IncRes-v2ens). The success rates of DI-NI-FGSM and DI-
NID-FGSM are reported in Table 2(a), TI-DI-NI-FGSM and
TI-DI-NID-FGSM are reported in Table 2(b), and SI-TI-DI-
NI-FGSM and SI-TI-DI-NID-FGSM are reported in Table
2(c). As seen, the success rates of our methods can achieve
nearly 100% under the white-box setting, and outperform
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Model Attack Inc-v3 Inc-v4 IncRes-v2 Res-152 Inc-v3ens3 Inc-v3ens4 IncRes-v2ens

Inc-v3

MI-FGSM 99.91∗ 48.08 43.66 35.84 13.31 12.08 6.28
MID-FGSM 99.85∗ 52.40 48.18 37.96 13.02 11.73 6.47
NI-FGSM 99.90∗ 54.67 51.75 39.69 12.89 11.68 5.78
NID-FGSM 99.92∗ 57.71 54.67 42.56 14.37 13.58 6.86

Inc-v4

MI-FGSM 60.97 99.81∗ 49.24 42.56 16.49 14.30 7.65
MID-FGSM 64.85 99.24∗ 53.03 44.47 16.42 14.41 8.16
NI-FGSM 66.68 99.91∗ 54.83 45.57 15.27 13.26 6.87
NID-FGSM 69.80 99.94∗ 58.27 49.00 17.92 15.55 8.42

IncRes-v2

MI-FGSM 61.39 54.07 97.17∗ 45.28 20.80 17.05 12.21
MID-FGSM 61.91 55.27 95.34∗ 44.79 20.24 15.96 12.22
NI-FGSM 64.81 56.11 98.77∗ 44.90 18.19 14.62 10.53
NID-FGSM 69.44 61.70 98.88∗ 50.02 22.11 17.99 12.88

Res-152

MI-FGSM 58.44 53.88 50.87 98.55∗ 24.05 20.30 13.13
MID-FGSM 62.83 58.47 54.81 98.49∗ 24.66 21.15 13.85
NI-FGSM 65.39 60.72 58.09 98.83∗ 23.21 19.46 12.36
NID-FGSM 68.90 64.86 61.56 98.90∗ 26.86 22.82 14.88

Table 1: The success rates (%) of adversarial attacks against the seven models. ∗ indicates the white-box attacks.

Model Attack Inc-v3 Inc-v4 IncRes-v2 Res-152 Inc-v3ens3 Inc-v3ens4 IncRes-v2ens

Inc-v3 DI-NI-FGSM 99.89∗ 64.78 60.10 46.88 13.91 12.91 6.28
DI-NID-FGSM 99.94∗ 72.86 68.01 54.60 18.13 17.18 8.48

Inc-v4 DI-NI-FGSM 73.74 99.70∗ 61.67 51.61 16.30 14.19 7.72
DI-NID-FGSM 79.84 99.78∗ 69.46 58.99 20.94 18.96 10.75

IncRes-v2 DI-NI-FGSM 71.41 65.38 97.53∗ 51.83 20.46 16.66 11.67
DI-NID-FGSM 77.16 72.79 97.55∗ 59.95 27.55 23.24 17.28

Res-152 DI-NI-FGSM 78.07 75.37 72.46 99.00∗ 28.63 23.84 15.23
DI-NID-FGSM 83.79 81.16 79.47 99.03∗ 38.04 32.62 22.15

(a) Comparison of DI-NI-FGSM and DI-NID-FGSM.
Model Attack Inc-v3 Inc-v4 IncRes-v2 Res-152 Inc-v3ens3 Inc-v3ens4 IncRes-v2ens

Inc-v3 TI-DI-NI-FGSM 99.57∗ 55.99 46.53 41.49 37.80 35.67 26.95
TI-DI-NID-FGSM 99.78∗ 61.44 51.61 45.42 43.11 40.78 31.87

Inc-v4 TI-DI-NI-FGSM 61.19 98.86∗ 47.48 42.53 37.51 35.80 29.39
TI-DI-NID-FGSM 66.00 98.95∗ 52.74 46.08 42.34 40.37 33.41

IncRes-v2 TI-DI-NI-FGSM 61.34 58.18 94.04∗ 48.13 44.79 41.50 42.11
TI-DI-NID-FGSM 65.97 63.35 94.69∗ 52.48 50.80 47.82 48.91

Res-152 TI-DI-NI-FGSM 64.69 60.47 56.89 98.75∗ 53.76 51.12 45.74
TI-DI-NID-FGSM 68.49 65.00 61.49 98.68∗ 59.09 57.05 51.95

(b) Comparison of TI-DI-NI-FGSM and TI-DI-NID-FGSM.
Model Attack Inc-v3 Inc-v4 IncRes-v2 Res-152 Inc-v3ens3 Inc-v3ens4 IncRes-v2ens

Inc-v3 SI-TI-DI-NI-FGSM 99.93∗ 73.98 64.42 58.61 59.91 59.65 46.78
SI-TI-DI-NID-FGSM 99.90∗ 77.13 67.79 62.82 65.45 64.96 52.63

Inc-v4 SI-TI-DI-NI-FGSM 76.16 99.75∗ 65.76 59.29 60.20 59.39 51.36
SI-TI-DI-NID-FGSM 79.54 99.76∗ 70.05 63.71 65.89 64.82 56.92

IncRes-v2 SI-TI-DI-NI-FGSM 78.17 76.78 97.91∗ 67.82 71.27 68.77 68.51
SI-TI-DI-NID-FGSM 79.92 78.49 97.86∗ 70.44 74.97 73.00 72.59

Res-152 SI-TI-DI-NI-FGSM 75.31 72.70 69.62 99.58∗ 71.61 70.05 63.78
SI-TI-DI-NID-FGSM 77.13 74.61 72.21 99.57∗ 75.40 74.13 67.96

(c) Comparison of SI-TI-DI-NI-FGSM and SI-TI-DI-NID-FGSM.

Table 2: The success rates (%) of adversarial attacks against the seven models. ∗ indicates the white-box attacks.

the baseline attacks (i.e., DI-NI-FGSM, TI-DI-NI-FGSM
and SI-TI-DI-NI-FGSM) by 1% ∼ 10% under the black-box
setting and by 2% ∼ 10% when attacking the adversarially
trained models.

Attacking the Ensemble of Models

In this subsection, we further validate the effectiveness of
the proposed method with attacking the ensemble of mod-
els. Following the ensemble method described in Dong et al.
(2018), we use NI-FGSM, NID-FGSM, DI-NI-FGSM, DI-
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Attack Inc-v3ens3 Inc-v3ens4 IncRes-v2ens HGD R&P NIPS-r3 ComDefend RS FD1 FD2

NI-FGSM 40.22 38.84 22.28 26.57 22.81 32.29 43.12 23.44 43.37 15.77
NID-FGSM 47.75 41.72 27.57 35.55 28.32 38.66 48.69 24.85 49.58 15.97
DI-NI-FGSM 43.70 38.20 24.20 30.63 26.27 37.16 46.36 24.95 47.10 15.98
DI-NID-FGSM 56.50 50.50 35.10 49.83 38.53 49.51 55.51 27.52 56.03 16.34
TI-DI-NI-FGSM 75.30 72.80 69.00 75.19 68.34 70.40 69.87 55.66 73.03 18.48
TI-DI-NID-FGSM 79.90 78.00 74.40 80.00 74.39 75.52 74.12 58.93 77.28 18.91
SI-TI-DI-NI-FGSM 91.50 90.60 87.30 90.50 86.60 88.53 88.18 75.21 90.62 22.42
SI-TI-DI-NID-FGSM 92.70 92.00 88.80 91.37 88.39 89.82 89.90 78.00 92.07 23.28

Table 3: Under the black-box setting, the success rates (%) of adversarial attacks against the advanced defense methods.

NID-FGSM, TI-DI-NI-FGSM, TI-DI-NID-FGSM, SI-TI-
DI-NI-FGSM and SI-TI-DI-NID-FGSM to attack the en-
semble of models which are composed of Inc-v3, Inc-v4,
IncRes-v2 and Res-152 with the same ensemble weight and
then the adversarial examples can be obtained. The success
rates of the obtained adversarial examples against ten de-
fense models are shown in Table 3. Our approaches consis-
tently outperform the baseline attacks (i.e., NI-FGSM, DI-
NI-FGSM, TI-DI-NI-FGSM and SI-TI-DI-NI-FGSM) by
0.2% ∼ 19.2%, which demonstrates the effectiveness of our
proposed PID-based approach.

Discussion of the Executive Efficiency
In this subsection, we firstly discuss the executive efficiency
of the approach according to the number of iterations and
success rate. The number of iterations is selected in the range
from 1 to 10 and the maximum perturbations added on each
pixel ε = 16. We attack Inc-v3 using MI-FGSM, MID-
FGSM, NI-FGSM and NID-FGSM separately and then four
groups of adversarial examples can be obtained. The success
rates of the obtained adversarial examples against Inc-v4,
IncRes-v2 and Res-152 are shown in Figure 2, respectively.
Note that in Figure 2, the label “Inc-v4 vs. MI-FGSM” rep-
resents the success rates of the obtained adversarial exam-
ples (generated by MI-FGSM) against Inc-v4. The other
labels in Figure 2 have similar meanings. It can be ob-
served that with the same number of iterations, MID-FGSM
and NID-FGSM yield higher attack success rates than MI-
FGSM and NI-FGSM under the black-box setting.

Figure 2: The success rates (%) of black-box attacks.

Then, we further discuss the executive efficiency of the
algorithm from the run time and success rate. We use MI-
FGSM, MID-FGSM, NI-FGSM and NID-FGSM to attack
Inc-v3 separately, and the number of iterations are set as 5
and 10. The run time for generating the 10, 000 adversarial
examples and the success rates of the obtained adversarial
examples against Inc-v4, IncRes-v2 and Res-152 are shown
in Table 4. It can be observed that under the same number of
iterations, the run time of PID-based approach is higher than
baseline attacks (i.e., MI-FGSM and NI-FGSM). That is be-
cause our method needs to calculate the gradients two times
in each iteration. However, we would like to emphasize that
with consuming the same time, our method can get higher
success rates. As seen in Table 4, the success rates of MID-
FGSM/NID-FGSM with 5 iterations are higher than those of
MI-FGSM/NI-FGSM with 10 iterations. This indicates that
the introduction of D term may result in fast response.

Attack Iteration Run time Inc-v4 IncRes-v2 Res-152

MI-FGSM 5 761.68 51.84 48.52 39.09
10 1284.82 48.08 43.66 35.84

MID-FGSM 5 1273.58 54.37 50.76 40.79
10 2292.23 52.40 48.18 37.96

NI-FGSM 5 763.99 51.73 48.85 38.51
10 1287.14 54.67 51.75 39.69

NID-FGSM 5 1278.16 54.92 52.08 40.81
10 2300.61 57.71 54.67 42.56

Table 4: The run time (s) for generating the adversarial ex-
amples and the success rates (%) of black-box attacks.

Conclusion

In this paper, we first uncover the close relationship between
adversarial attacks and PID control, and a series of new PID-
based approaches to generate adversarial examples are pro-
posed. The main advantages of our method are as follows.
1) The adversarial examples generated by our algorithm can
attack the white-box models more efficiently, meanwhile
exhibit higher transferability against the black-box models
and defense models. 2) Our method possesses good exten-
sibility and can be applied to almost all available gradient-
based adversarial attacks. 3) Our new PID-based approaches
have high executive efficiency, i.e., with consuming the same
time, the performance of our method is better than those of
P and PI-based approaches.
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