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Abstract

Federated learning (FL) is a promising approach for train-
ing decentralized data located on local client devices while
improving efficiency and privacy. However, the distribution
and quantity of the training data on the clients’ side may lead
to significant challenges such as class imbalance and non-
IID (non-independent and identically distributed) data, which
could greatly impact the performance of the common model.
While much effort has been devoted to helping FL models
converge when encountering non-IID data, the imbalance is-
sue has not been sufficiently addressed. In particular, as FL
training is executed by exchanging gradients in an encrypted
form, the training data is not completely observable to either
clients or server, and previous methods for class imbalance do
not perform well for FL. Therefore, it is crucial to design new
methods for detecting class imbalance in FL and mitigating
its impact. In this work, we propose a monitoring scheme that
can infer the composition of training data for each FL round,
and design a new loss function — Ratio Loss to mitigate
the impact of the imbalance. Our experiments demonstrate
the importance of acknowledging class imbalance and taking
measures as early as possible in FL training, and the effec-
tiveness of our method in mitigating the impact. Our method
is shown to significantly outperform previous methods, while
maintaining client privacy.

Introduction
The emergence of federated learning (FL) enables mul-
tiple devices to collaboratively learn a common model
without the need to collect data directly from local de-
vices. It reduces the resource consumption on the cloud
and also enhances the client privacy. FL has seen promis-
ing applications in multiple domains, including mobile
phones (Hard et al. 2018; Ramaswamy et al. 2019), wearable
devices (Nguyen et al. 2018), autonomous vehicles (Sama-
rakoon et al. 2018), etc.

In standard FL, a random subset of clients will be se-
lected in each iteration, who will upload their gradient up-
dates to the central server. The server will then aggregate
those updates and return the updated common model to all
participants. During FL, one major challenge is that data
owned by different clients comes from various sources and
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may contain their own preferences, and the resulting diver-
sity may make the convergence of the global model chal-
lenging and slow. Moreover, the phenomenon of class im-
balance happens frequently in practical scenarios, e.g., the
number of patients diagnosed with different diseases varies
greatly (Rao, Krishnan, and Niculescu 2006; Dong et al.
2019), and people have different preferences when typing
with G-board (Ramaswamy et al. 2019) (a practical FL ap-
plication proposed by Google). When a model encounters
class imbalance, samples of majority classes account for a
very large proportion of the overall training data, while those
of minority classes account for much less. The direct impact
of class imbalance is the reduction of classification accuracy
on minority classes. In many practical cases, those minor-
ity classes play a much more important role beyond their
proportion in data, e.g., wearable devices need to be more
sensitive to abnormal heart rates than normal scenarios, and
it is more important for G-board to predict SOS precisely
than restaurant names.

In the literature, a number of approaches have been pro-
posed to address class imbalance, e.g., applying various data
sampling techniques (Jo and Japkowicz 2004), using gener-
ative augmentation to make up for the lack of minority sam-
ples (Lee, Park, and Kim 2016; Pouyanfar et al. 2018), and
integrating cost-sensitive thoughts into model training (Sun
et al. 2007). However, during FL, the communication be-
tween clients and the server is restricted to the gradients
and the common model. For privacy concern, it is preferable
that the server does not require clients to upload additional
information about their local data (Geyer, Klein, and Nabi
2017; Hamm, Cao, and Belkin 2016). Thus, it is infeasible
to gather the information of all local data and conduct an ag-
gregated analysis globally. This makes the vast majority of
imbalance solutions not applicable to FL. There are several
approaches that may be applied locally, without uploading
data distribution to the server (Huang et al. 2016; Wang, Ra-
manan, and Hebert 2017; Mikolov et al. 2013). However,
due to the mismatch between local data distributions and the
global one, these approaches are not effective and may even
impose negative side-effect on the global model. The work
in (Duan et al. 2019) directly addresses class imbalance in
FL, but it requires clients to upload their local data distribu-
tion, which may expose latent backdoor to attacks and lead
to privacy leakage. Moreover, it requires placing a number
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Figure 1: The monitor estimates the composition of training
data round by round. When detecting a similar imbalanced
composition continuously, the system will acknowledge the
class imbalance and load the Ratio Loss.

of proxy servers, which increases the FL complexity and in-
curs more computation overhead.

In this work, we tackle the above challenges. We con-
sider FL as a scheme that is always in training (McMa-
han et al. 2016). During FL, new data is constantly gen-
erated by the clients, and class imbalance could happen at
any time. If such imbalance cannot be detected in time, it
will induce the common model to the wrong direction in the
early training phase, and thus poison the common model and
deteriorate the performance. To detect the imbalance in FL
timely and accurately, we propose to design a monitor that
estimates the composition across classes during FL, and if
a particular imbalanced composition appears continuously,
the monitor will alert the administrator (AD) to apply mea-
sures that can mitigate the negative impact. Moreover, we
develop a new loss function Ratio Loss, and compare our
approach to existing loss-based imbalance state-of-the-art
solutions: CrossEntropy Loss, Focal Loss (Lin et al. 2017)
and GHMC Loss (Li, Liu, and Wang 2019). Note that these
loss functions are for general class imbalance problems, and
their basis is just the output results of forward feeding. We
choose them for comparison as they can also address the im-
balance issue in FL without posing threats to privacy.

The basic workflow of our method is shown in Fig. 1. At
round t+1, the monitor downloads the global model Gt of
round t and feeds samples of the auxiliary data to it. For
each class, the monitor obtains corresponding gradient up-
dates gL. And by applying our method to compare these up-
dates with Gt+1, our monitor can acquire the composition of
training data at round t+1. If a similar imbalanced compo-
sition is detected continuously, the system will acknowledge
that the global model has learned imbalanced data, and then
try to mitigate its impact by applying the Ratio Loss in FL.
Our contributions. More specifically, we made the follow-
ing contributions in this work:

• Our approach monitors the composition of training data
at each training round in a passive way. The monitor can

be deployed at either the central server or a client device,
and it will not incur significant computation overhead or
impose threats to client privacy.

• Our works show the importance of acknowledging class
imbalances as early as possible during FL and taking
timely measures.

• Our approach defines two types of class imbalance in FL:
local imbalance and global imbalance, and addresses
class imbalance based on a new loss function (Ratio
Loss). Our method is shown to significantly outperform
previous state-of-the-art methods while maintaining pri-
vacy for the clients.

Related Work
Class Imbalance. In supervised learning, models require la-
beled training data for updating their parameters. The imbal-
ance of the training data (i.e., the variation of the number of
samples for different classes/labels) occurs in many scenar-
ios, e.g., image recognition for disease diagnosis (Xia et al.
2020), object detection (Lin et al. 2017; Wang and Zhang
2020). Such class imbalance will worsen the performance of
the learning models, especially decreasing the classification
accuracy for minority classes (He and Garcia 2009). Several
works have designed new metrics (Wang et al. 2016; Davis
and Goadrich 2006) to quantify the model performance with
class imbalance, rather than just considering the overall ac-
curacy. Prior approaches to address class imbalance can be
classified into three categories: data-level, algorithm-level,
and hybrid methods. Data-level approaches leverage data re-
sampling (Van Hulse, Khoshgoftaar, and Napolitano 2007;
Mani and Zhang 2003) and data augmentation (Lee, Park,
and Kim 2016; Pouyanfar et al. 2018). Algorithm-level ap-
proaches modify the training algorithm or the network struc-
ture, e.g., meta learning (Malave and Nimkar 2020; Wang
et al. 2020), model tuning (Pouyanfar et al. 2018), cost-
sensitive learning (Cui et al. 2019; Wang, Ramanan, and
Hebert 2017), and changing the loss function (Lin et al.
2017; Li, Liu, and Wang 2019; Luo et al. 2020). Then, from
the perspectives of both data and algorithm levels, hybrid
methods emerge as a form of ensemble learning (Liu, Wu,
and Zhou 2008; Chawla et al. 2003).

As stated in the introduction, data-level methods cannot
be applied in FL due to their violation of the privacy re-
quirements. The cost-sensitive approaches need to analyze
the distribution of training data, e.g., re-weighting the loss
via inverse class frequency, and are not effective for FL
due to the mismatch between local data distribution and the
global one. Other cost-sensitive methods need specific in-
formation of minority classes, e.g., MFE Loss (Wang et al.
2016) regards minority classes as positive classes, and cal-
culates false positive and false negative to generate a new
loss form. Such prior knowledge is also difficult to acquire
in FL. To address class imbalance in FL, we believe that it is
important to measure the imbalance according to the current
common model rather than depending on the training data.
We thus regard CrossEntropy Loss, Focal Loss (Lin et al.
2017) and GHMC Loss (Li, Liu, and Wang 2019) as possi-
bly methods to solve the class imbalance problem in FL, and
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compare our approach with them.

Federated Learning. Due to the heavy computation burden
for training deep learning models, researchers have been ex-
ploring using multiple devices to learn a common model.
There are many studies on organizing multiple devices for
distributed learning, with both centralized (Kim et al. 2016)
and decentralized (Sergeev and Del Balso 2018) approaches.
Recently, more and more local client devices (e.g, mobile
phones) can participate in model learning. Under such cir-
cumstances, the training data on local devices is more per-
sonal and privacy-sensitive. In order to avoid privacy leak-
age, federated learning (McMahan et al. 2016; Li et al. 2020)
has emerged as a promising solution, which enables a global
model to be learned while keeping all training data on lo-
cal devices. The privacy protection in FL training is guaran-
teed by secure aggregation protocols (Bonawitz et al. 2017)
and differential privacy techniques (Geyer, Klein, and Nabi
2017; Niu et al. 2020). In general, with these technologies,
neither local participants nor the central server of FL can ob-
serve the individual gradient in the plain form during train-
ing. Despite of various types of inference attacks (Melis
et al. 2018; Zhu, Liu, and Han 2019; Wang et al. 2019; Sun
et al. 2020), inferring information of particular clients is still
extremely difficult. Therefore, how to extract useful infor-
mation from the aggregated global gradient is interesting –
and in this work, we focus on extracting such information
for addressing class imbalance.

Methodology
Definition and Background
Our problem is formulated on a multi-layer feed-forward
neural network. Here we consider a classifier with output
size equal to the number of classes Q. It is defined over a
feature space X and a label space Y={1, · · · , Q}. Without
losing generality for our problem, we combine all the middle
layers as a hidden layer HL. If we feed the j-th sample of
the class p, denoted as X(p)

j , to the classifier, its correspond-

ing output of HL is denoted as Y (p)
j = [y

(p)
j,(1), ..., y

(p)
j,(s)].

The output of the last layer is Z(p)
j = [z

(p)
j,(1), ..., z

(p)
j,(Q)], fol-

lowed by a softmax operation to obtain the probability vec-
tor S = [f

(p)
j,(1), ..., f

(p)
j,(Q)]. The HL contains s neurons. A

function f : {X ⇒ S} maps X to the output probability
simplex S , with f parameterizing over the hypothesis class
W, i.e., the overall parameters of the classifier. Further, the
connection weight from the HL to the output layer is de-
noted asW = [W(1),W(2), ...,W(Q)], andW ∈W. At each
training iteration, we apply back-propagation to compute the
gradient of loss L(W) subject to W. We use W(t) to denote
the weights in the t-th training iteration, and λ to denote the
learning rate. We then have W(t+1)=W(t)−λ∇L(W(t)).

Monitoring Scheme
We define two types of class imbalance in FL: local imbal-
ance and global imbalance. On every local client device j,
the number of samples for each class p, denoted byN j

p , may

vary. The local imbalance measures the extent of such vari-
ation on each client device. Specifically, we define the local
imbalance γj for device j as the ratio between the sample
number of the majority class on j and the sample number of
the minority class on j, i.e., γj = maxp{N j

p}/minp{N j
p},

similar to the prevailing imbalance ratio measurement as
in (Buda, Maki, and Mazurowski 2018). It is possible that
minp{N j

p}= 0. We regard such situation as extreme imbal-
ance, and consider them in our experiments.

From the global perspective, we can measure the ex-
tent of global class imbalance Γ by defining it as the ra-
tio between the total sample number of the majority class
across all devices and that of the minority class, i.e., Γ =
maxp{

∑
j N

j
p}/minp{

∑
j N

j
p}.

In general, the local imbalance on each device may be dif-
ferent from the global imbalance, and in practice such differ-
ence could be quite significant. We may even encounter the
cases where a particular class is the majority class on certain
local devices but the minority class globally. To better quan-
tify such mismatch between local and global imbalance, we
use a vector vj = [N j

1 , ..., N
j
Q] to denote the composition

of local data on device j, where Q is the overall number of
classes; and we use another vector V =[

∑
j N

j
1 , ...,

∑
j N

j
Q]

to denote the composition of global data. We then use co-
sine similarity (CS) score to compare their similarity, i.e.,
CSj = (vj · V )/(‖vj‖‖V ‖).

In regular training scenarios, there is no distinction be-
tween local and global imbalance levels since the training
data is centralized and accessible, and mitigating the nega-
tive impact of imbalance is much easier than in FL. Note that
in FL, the local training can be regarded as regular central-
ized learning. Intuitively, we could utilize existing methods
to address the local imbalance issue at every round locally.
However, local models exist temporarily on the selected de-
vices. They will not be applied for users’ tasks and will be
replaced with the latest global model at the next round. As
the result, addressing local imbalance may not have signif-
icant impact in FL. Moreover, because of the mismatch be-
tween local and global imbalance, simply adopting existing
approaches at local devices is typically not effective and may
even impose negative impact on the global model. Thus, we
focus on addressing global imbalance in our work. To detect
and mitigate the performance degradation caused by global
imbalance, we develop a monitoring scheme to estimate the
composition of training data during FL, as explained below.
Proportional Relation. We will first analyze the relation be-
tween the gradient magnitude and the sample quantity.
Theorem 1: For any real-valued neural network f whose
last layer is a linear layer with a softmax operation (without
any parameter sharing), and for any input sample X(p)

i and
X

(p)
j of the same class p, if the inputs of the last layer Yi and

Yj are identical, the gradients of link weightsW between the
last layer and its former layer induced byX(p)

i andX(p)
j are

identical.
The proof of Theorem 1 is presented in the Supplemen-

tary Materials (SM). In the mini-batch training, gradients
of samples within the batch are accumulated to update the
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model parameters, i.e.,

∆batchW = − λ

nbatch

Q∑
p=1

n(p)∑
j=1

∇W(p)
j
L(W) (1)

From our empirical study (please see SM), we observe
that the data samples of a same class p induce similar Y (p)s,
and thus their corresponding gradients are very similar. If
the average value of the gradients is ∇W(p)L(W), Eq. (1)
can be written as:

∆batchW = − λ

nbatch

Q∑
p=1

(
∇W(p)L(W) · n(p)

)
(2)

where n(p) is the number of samples for class p in this batch,
and nbatch is the batch size. For one round of local training
in FL, the total iteration number of local gradient update is[(∑Q

p=1Np/n
batch
)
· Nep

]
, where Nep denotes the number

of local epochs. To illustrate the proportional relation be-
tween gradient magnitude and sample quantity, we assume
that the parameter change is relatively small and can be ne-
glected within a training epoch. In this case, ∇W(p)L(W)
of different batches within an epoch remains the same, and
we can aggregate them and obtain the weight update of one
epoch as:

∆epochW = − λ

nbatch

Q∑
p=1

(
∇W(p)L(W) ·Np

)
(3)

where Np is the overall sample number of class p.
In the setting of standard FL, the selected local gradients

are aggregated by the FedAvg (McMahan et al. 2016):

∇L(W)Avgt+1 =
1

K

K∑
j=1

∇L(W)jt+1 (4)

where K represents the number of selected clients. In this
work, we consider the case where feature spaces of data sets
owned by different clients are similar (Yang et al. 2019).
In the case where they have significant differences, trans-
fer learning techniques such as domain adaptation (Ganin
and Lempitsky 2015; Dong et al. 2020; Xu et al. 2021) may
be needed to reduce the distribution discrepancy of different
clients. This can be viewed as a problem of Federated Trans-
fer Learning (FTL) with feature and model heterogeneity,
and we plan to investigate the imbalance problem of FTL in
our future work.

Based on above analysis, for any local training starting
from the same current global model, data samples of the
same class p output very similar Y (see SM) and similar
∇W(p)L(W). In this case, the gradient induced by class p in
one global epoch is:

∆globalW(p) = − λ

nbatch ·K

K∑
j=1

(
∇j
W(p)L(W) ·N j

p

)

= − λ

nbatch ·K
· ∇W(p)L(W)

 K∑
j=1

N j
p

 (5)

Based on this relation, we develop our monitoring scheme
as follows. In round t+1, the monitor will feed samples of
every class in the auxiliary data singly to the same global
model of round t, i.e., Gt. It then obtains corresponding
weight updates {gL1

, ..., gLp
, ..., gLQ

}, where each gLp
cor-

responds to the class p. In practice, we observe that not
all weights get updated significantly – some of them in-
crease little and thus easily get offset by the negative up-
dates of other classes. Accordingly, we design a filter to
select the weights whose updating magnitudes are rela-
tively large. Specifically, for class p, we get the weight up-
dates of the p-th output node (denoted as ∆W(1∼Q)

(p) ) from
{gL1 , ..., gLp , ..., gLQ

}, and compute the ratioRap,i for each
weight component of ∆W(p) as follows:

Rap,i =
(Q− 1)∆W(p)

(p,i)∑Q
j=1(∆W(j)

(p,i))−∆W(p)
(p,i)

(6)

where i=1, ..., s. We set a threshold TRa (TRa =1.25; refer
to SM for the experiments of setting TRa), and we select
components of ∆W(p) whose ratios Rap,i are larger than
TRa. Based on the proportional relation, we formulate the
accumulation of weight changes under FedAvg:

∆W(p)
(p,i) · N̂p,i +

 K∑
j=1

Q∑
p=1

N j
p − N̂p,i

 ∆W(p)
(p,i)

Rap,i

= npa ·K
(
WGt+1

(p,i) −W
Gt

(p,i)

) (7)

where npa is the sample number of class p in the auxiliary
data, N̂p is the predicted sample quantity of class p,WGt

(p,i)

andWGt+1

(p,i) are link weightsW(p,i) of Gt and Gt+1, respec-

tively.
∑Q

p=1N
j
p is the overall number of all samples owned

by client j, and we need clients to upload
∑Q

p=1N
j
p to

the server. This is the only information needed from clients
in our monitoring scheme. We have discussed why sharing
the total sample quantity is a reasonable assumption for the
monitoring scheme in our SM, and you can get more details
about the security concern from it.

Now, except for N̂p,i, all values in Eq. (7) can be acquired
by the monitor. We can then use Eq. (7) to compute N̂p,i for
each component of the filtered ∆W(p). And we can obtain
the final result as the average value of all calculated N̂p,i (de-
noted as N̂p). After the computation for all classes, we can
obtain the proportion vector of the current training round
vpt = [N̂1, ..., N̂p, ..., N̂Q], an estimation of the data com-
position of the current round.

Ratio Loss based Mitigation
Once our monitor detects a similar imbalanced composition
continuously by checking vpt, it will acknowledge that the
global model has learned imbalanced data and apply a miti-
gation strategy that is based on our Ratio Loss function.

As aforementioned, applying existing approaches locally
will not be effective in mitigating the impact of global im-
balance. Our method instead measures the global imbalance
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based on the current global model. According to previous
analysis, weight updates are proportional to the quantity of
samples for different classes, and the current network is built
by accumulating such updates round by round. Due to the
difference of feature space among classes, it is likely more
reasonable to use the contribution to gradient updates rather
than just the number of data samples for demonstrating the
imbalance problem. In other words, after feeding some data
to train the network, if weights of different nodes are up-
dated similarly in terms of magnitude, we can regard the
training as balanced, and vice versa. Because the layers be-
fore output nodes are shared by all classes, we restrict our
interest on link weights between the HL and output nodes.
Specifically, we consider the imbalance problem in FL as the
weight changes of different output nodes present noticeable
magnitude gap when feeding corresponding classes.
Theorem 2: For any real-valued neural network f whose
last layer is a linear layer with a softmax operation (without
any parameter sharing), and the activation function between
the last layer and its former layer is non-negative (e.g., Sig-
moid and ReLU), if f has learned imbalanced data set, for
any majority class A, any minority class B, and another
class C (C 6= A and C 6= B, but C can be any class other
than chosen A&B) fed to f , we have:

|∇W(C)

(A)

L(W)| > |∇W(C)

(B)

L(W)| (8)

Assumption: 1) The input similarity between class C and A
is the same as between class C and B. 2) The reason why
there is classification accuracy degradation on the minor-
ity class B is that its probability result f (B)(B) is not distin-

guishable with the output of other f (B)(i) (i= 1, ..., Q and i 6=
B). Thus minority classes can be regarded as hard sam-
ples generally, while majority classes are easy samples, i.e.,(
f
(A)
(A) /f

(A)
(B)

)
�
(
f
(B)
(B) /f

(B)
(A)

)
>1.

The detailed proof is shown in the SM. Based on Theo-
rem 2, we propose to mitigate global imbalance by designing
our Ratio Loss function, denoted as LRL. Specifically, we
first consider the widely-used CrossEntropy Loss function
(denoted as LCE) for the multi-class classifier:

LCE = −p · [log(S)] (9)

where p is the ground-truth label and always the one-hot
form in multi-class classifiers, while S denotes the vector
of probability results. In order to address imbalance, a com-
mon method is to introduce a weight vector Π = [π1, ..., πQ]
and there is Π · LCE . Typically, π is determined by the pro-
portions or frequencies of different classes for the overall
training data. Intuitively, a larger proportion corresponds to
a lower π, and vice versa.

As stated above, we use the noticeable differences of
weight changes to evaluate the global imbalance. Taking
LCE as the basic term, we define the Ratio Loss LRL as:

LRL = (α+ βR) · p · LCE (10)

where α and β are two hyper-parameters. In our exper-
iments, when α = 1.0 and β = 0.1, the mitigation re-
sults are the best (the experiments for setting α and β can

be found in the SM). After computing all Rap,i for class
p as Eq. (6), we can get their average value and its cor-
responding absolute value, denoted as Rap, and compose
R = [Ra1, ..., Rap, ..., RaQ]. Finally, in the local training,
when a sample X(p) of class p is fed to the neural network,
its corresponding loss is:

LRL(X(p)) = −(α+ βRap) · log(f
(p)
(p) ) (11)

We mitigate the impact of class imbalance by modifying
the coefficient π before LCE . When the input is a minority
class, according to Theorem 2, its corresponding Ra is rela-
tively large, and then its contribution to the overall loss will
increase, and vice versa. Compared with GHMC Loss, Ra-
tio Loss pays attention to the gradient on the output node
corresponding to the ground-truth label of data samples, and
also considers the impact over gradients on the same node
from samples of other classes. In addition, the utilization of
LRL does not require clients to upload their overall sample
quantities –

∑Q
p=1N

j
p , which maintains the client privacy.

Experimental Results
Experiment Setup
We implement the algorithms mainly in PyTorch. Our ex-
periments follow the standard structure of FL (Konečnỳ
et al. 2016; McMahan et al. 2016). We choose four differ-
ent datasets: MNIST, CIFAR10, Fer2013 (Goodfellow et al.
2013), and FEMNIST of LEAF benchmark (Caldas et al.
2018). Fer2013 relates to face recognition and has imbalance
issue, and FEMNIST is a popular FL data set with great fea-
ture heterogeneity. For each data set, we utilize the following
convolution neural networks: LeNet5 for MNIST, a 7-layer
CNN for CIFAR10, ResNet50 (He et al. 2016) for Fer2013,
and ResNet18 for FEMNIST. The local training batch size
is 32, the learning rate λ=0.001, and the optimizer is SGD.
The auxiliary data is a set of samples of different classes that
is fed into the current global model by the monitor. It can
be acquired from the public data or be synthesized by the
FL administrator who has legal access to prior knowledge
about what the training data may look like. Such auxiliary
data can be utilized for a long time, unless the training data
of the overall FL system changes significantly. Moreover,
the required size of the auxiliary data is small. In our ex-
periments, we use only 32 samples for each class, while the
sample quantity of a client is more than 10, 000. Due to the
small size of the auxiliary data, the deployment of the moni-
tor does not incur significant computation overhead, and we
indeed did not observe noticeable additional processing time
during our experiments. Please refer to the SM for more de-
tails about the auxiliary data, and the setting for hardware.

Effectiveness of Monitoring Scheme
To evaluate the effectiveness of our monitoring scheme, we
design the experiments as the central server randomly se-
lects 20 clients from 100 participants during each round of
the FL training. Each client trains its model for 10 local
epochs for MNIST and FEMNIST, and 5 for CIFAR10 and
Fer2013 (in this case, one global round for each data set
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costs nearly the same amount of time). Training 30 global
rounds can make the model on MNIST converge, 50 for CI-
FAR10, Fer2013, and FEMNIST. For each client, first the
number of classes they have locally is randomly determined
as an integer between 1 and Q. Then, the specific classes are
randomly chosen for each client, with equal sample quan-
tity for each class. For FEMNIST, as each writer has a rel-
atively small number of data samples (several dozens), we
group 20 writers into a new client and thus turn approxi-
mately 2,000 writers into 100 clients (we believe that the
heterogeneity holds true under this allocation strategy). For
all data sets, we allocate them to clients without replace-
ment, and the detailed data splitting is visualized in the SM.
During FL, different client selections at each round lead to
varying data compositions, and thus different global imbal-
ance patterns and various non-IID situations. As introduced,
our monitor computes a data composition vector vpt for each
training round. We can compare it against the ground truth,
defined as V . Fig. 2 shows the comparison between our es-
timated vpt and V , measured by a cosine similarity score.
The closer it is to 1, the more accurate our estimation is.
From the figure, we can observe that our estimation of the
data composition is very close to the ground truth. Among
four data sets, the average similarity score is above 0.98 and
higher than 0.99 for most of the time. Such results demon-
strate the effectiveness of our monitoring scheme. We also
carry out experiments with different numbers of clients, and
we find that the similarity score gets even closer to 1 with the
increase of client number. We also find that the local batch
size and epochs have little impact on the performance of the
monitoring scheme. The detailed results are in the SM.
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Figure 2: Similarity between our estimation of the global
data composition and the ground truth.

Overall Comparison with Previous Methods
We then conduct experiments to evaluate the effectiveness
of our Ratio Loss (LRL), and compare it with CrossEntropy
Loss (LCE), Focal Loss (LFL) and GHMC Loss (LGHMC ).
We use the similar experiment setting as previous, except
that we now explicitly explore different levels of global im-
balance Γ, i.e., setting the ratio as 10 : 1, 20 : 1, 50 : 1,
and 100 : 1, respectively, and we also include experiments
when the data is balanced (B.). The evaluation metrics are
the AUC score and the classification accuracy of minority
classes (Ac.M). The results for majority classes can be found

Data FEMNIST
Γ B. 10:1 20:1 50:1 100:1

Ac.M
%

LCE 90.46 74.32 62.64 33.25 18.48
LFL 91.25 75.96 64.14 38.16 25.11

LGHMC 92.64 79.75 69.29 42.55 29.16
LRL(ours) 93.46 88.48 72.29 51.66 41.45

AUC

LCE .9652 .9441 .9187 .8979 .8667
LFL .9650 .9540 .9291 .9011 .8774

LGHMC .9691 .9542 .9393 .9023 .8842
LRL(ours) .9699 .9607 .9477 .9138 .9001

Table 1: Comparison between our method (LRL) and previ-
ous methods based on CrossEntropy Loss (LCE), Focal Loss
(LFL) and GHMC Loss (LGHMC ) in federate learning, over
FEMNIST and different levels of global imbalance.

in the SM. To keep Γ unchanged during training, we fix
the selected clients as those chosen in the first round. (We
also conduct experiments when the Γ is dynamically chang-
ing during FL training, and our LRL also performs the best.
Please refer to our SM for results.)

After demonstrating the importance of early acknowledg-
ment for global imbalance (please refer to our SM), we
quantitatively compare our method with previous ones in
Ac.M and AUC score. The results are shown in Table 1
for FEMNIST and Table 2 for MNIST, CIFAR10 and Fer
2013 (all data points are the average of 5 runs). We can
see that our method can effectively mitigate the impact of
class imbalance and outperform the previous methods in al-
most all cases. Our improvement is particularly significant
for MNIST and FEMNIST.

Moreover, we also compare our method with previous
ones for the regular training of neural networks without FL.
Table 3 demonstrates that in these cases, our method still
outperforms the other three in most scenarios. This shows
the broader potential of our Ratio Loss function.

Mismatch between Local and Global Imbalance
We also conduct a set of experiments to explore the impact
of the mismatch between local and global imbalance. We ad-
just the mismatch level by setting different number of classes
each client may have, i.e., from 2 to 5 out of a total num-
ber of 10 classes globally. Intuitively, the smaller the num-
ber, the less representative each client is with respect to the
global training set, and hence the larger the mismatch.

To start with, we implemented MFE Loss (Wang et al.
2016) in FL as the representative method aiming to address
the local imbalance by analyzing the local data distribution.
As MFE Loss (LMFE) is based on Mean-Square-Error
Loss (LMSE), we regard LMSE as the baseline. As stated
in the introduction, applying LMFE requires knowing what
minority classes specifically are. In FL, such information is
difficult to acquire globally, and the standard method based
on LMFE can only analyze the local data of each client.

Table 4 shows the comparison between LMSE and LMFE .
The global imbalance ratio is Γ = 10 : 1 (Ac.M degrades
to zero when the ratio is larger than 10 : 1). From the re-
sults, we can clearly see that using LMFE locally has simi-
lar performance as the baseline. Moreover, we can observe
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Data MNIST CIFAR10 Fer2013
Γ B. 10:1 20:1 50:1 100:1 B. 10:1 20:1 50:1 100:1 B. 10:1 20:1 50:1 100:1

Ac.M
%

LCE 98.22 90.19 80.04 63.66 46.84 57.57 23.43 15.17 04.93 00.97 97.93 23.59 12.65 05.43 02.41
LFL 96.42 84.84 75.65 63.43 41.76 50.10 26.40 17.77 06.47 01.57 85.28 21.87 12.86 05.56 03.01

LGHMC 93.05 81.24 64.98 61.38 20.23 50.10 27.73 19.13 06.77 02.53 46.54 19.76 08.72 02.44 01.47
LRL(ours) 98.04 92.05 81.70 74.51 56.50 63.23 29.77 19.17 06.77 03.03 97.87 25.55 13.34 06.46 02.95

AUC

LCE .9907 .9780 .9526 .9338 .9056 .7425 .6944 .6777 .6628 .6578 .9893 .7932 .7574 .7320 .7275
LFL .9830 .9642 .9485 .9282 .8927 .7028 .6790 .6691 .6498 .6584 .9473 .7599 .7337 .7241 .7184

LGHMC .9620 .9461 .9216 .9184 .8419 .7197 .6945 .6916 .6735 .6629 .8271 .7696 .7429 .7081 .7074
LRL(ours) .9908 .9815 .9644 .9531 .9213 .7678 .7179 .7084 .6844 .6820 .9891 .7962 .7482 .7372 .7268

Table 2: Comparison between our method (LRL) and previous methods based on CrossEntropy Loss (LCE), Focal Loss (LFL)
and GHMC Loss (LGHMC ) in federate learning, over three data sets and different levels of global imbalance.

Data MNIST CIFAR10 Fer2013
γ B. 10:1 20:1 50:1 100:1 B. 10:1 20:1 50:1 100:1 B. 10:1 20:1 50:1 100:1

Ac.M
%

LCE 98.68 90.14 85.86 75.64 51.20 73.07 17.93 11.84 01.53 00.47 83.23 10.95 04.70 01.85 00.91
LFL 99.22 93.88 87.03 78.70 58.55 65.40 27.90 16.00 05.70 02.37 83.04 14.07 08.18 02.31 00.83

LGHMC 97.55 92,91 88.03 78.84 59.01 74.07 28.10 17.04 05.87 02.35 83.31 14.32 06.01 01.85 00.86
LRL(ours) 98.59 93.99 89.85 79.41 60.34 76.33 29.87 17.70 06.43 02.40 83.36 14.93 06.99 02.46 00.93

AUC

LCE .9929 .9793 .9729 .9543 .9108 .8429 .7354 .7183 .7078 .7068 .8831 .6975 .6853 .6752 .6745
LFL .9934 .9862 .9739 .9612 .9151 .8001 .7689 .7530 .7442 .7318 .8713 .7135 .7029 .6894 .6893

LGHMC .9895 .9862 .9799 .9615 .9237 .8470 .7773 .7658 .7444 .7309 .8881 .7233 .7030 .7041 .6902
LRL(ours) .9932 .9864 .9801 .9625 .9306 .8624 .7868 .7712 .7447 .7416 .8883 .7236 .7049 .6927 .6905

Table 3: Comparison between our method (LRL) and previous methods based on CrossEntropy Loss (LCE), Focal Loss (LFL)
and GHMC Loss (LGHMC ), when the models are not trained with federate learning.

Data MNIST CIFAR10 Fer2013
CS 0.6960 0.6158 0.5111 0.3984 0.6960 0.6158 0.5111 0.3984 0.9343 0.8489 0.7411 0.6732

Ac.M
%

LMSE 70.36 60.88 45.68 00.60 01.87 01.40 01.70 07.60 48.77 37.25 18.25 03.55
LMFE 71.33 59.71 40.42 00.00 01.97 01.37 01.60 07.03 46.41 35.01 16.47 03.14

AUC LMSE .9397 .9214 .8848 .7775 .6638 .6450 .6267 .5842 .8564 .8259 .7772 .7400
LMFE .9417 .9167 .8787 .7754 .6623 .6448 .6256 .5820 .8502 .8209 .7738 .7382

Table 4: Comparison between the Mean-Square-Error Loss (LMSE), and the MFE Loss with local knowledge in FL setting
(LMFE) over three data sets and under different levels of mismatch between local and global imbalance (measured by CS).
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Figure 3: Comparison between Ratio Loss, CrossEntropy
Loss, Focal Loss and GHMC Loss under different levels of
mismatch between local and global imbalance.

that the performance of global model with LMFE is worse
than the baseline when the cosine similarity (CS) score is
very low. This indicates the negative impact of solving the
imbalance locally to the global model when there is sig-
nificant mismatch between the local and global imbalance.
Fig. 3 further shows the Ac.M of four methods under differ-

ent levels of mismatch for CIFAR10 with Γ = 10 : 1 (more
results for other data sets and global imbalance are in the
SM). The x-axis shows the average mismatch between lo-
cal and global imbalance, measured by the average of CS
scores over clients (the larger the number, the less the mis-
match). From the figure, we can observe that 1) larger mis-
match worsens the performance for all methods, and 2) our
method outperforms the other methods under all levels of
mismatch.

Conclusion
We present a novel method to address the class imbalance is-
sue in federate learning (FL). Our approach includes a moni-
toring scheme that can infer the composition of training data
at every FL round and detect the existence of possible global
imbalance, and a new loss function (Ratio Loss) for mitigat-
ing the impact of global class imbalance. Extensive experi-
ments demonstrate that our method can significantly outper-
form previous imbalance solutions. Even in regular neural
network training, our method can also achieve the state-of-
art performance. And our method works effectively without
the sacrifice of user privacy.
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