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Abstract

Domain generalisation (DG) methods address the problem
of domain shift, when there is a mismatch between the dis-
tributions of training and target domains. Data augmenta-
tion approaches have emerged as a promising alternative for
DG. However, data augmentation alone is not sufficient to
achieve lower generalisation errors. This project proposes a
new method that combines data augmentation and domain
distance minimisation to address the problems associated
with data augmentation and provide a guarantee on the learn-
ing performance, under an existing framework. Empirically,
our method outperforms baseline results on DG benchmarks.

Introduction
Domain shift is a classical machine learning problem, when
the distribution of the training data that the model is cal-
ibrated on is different from the distribution of the target
data that the model encounters when deployed (Quionero-
Candela et al. 2009) (a non-i.i.d problem). Domain general-
isation (DG) is a domain shift problem that presumes access
to training data from different but related domains, and that
aims to construct a robust model that can make accurate pre-
dictions on latent target domains (Li et al. 2017).

Data augmentation emerged as a promising alternative for
DG, given that adversarial examples can be generated for
training at negligible costs (Zhang et al. 2019). However,
data augmentation approaches provide no universal guaran-
tee on prediction performance. More precisely, even in i.i.d
settings, unsuitable data augmentation can severely impact
the test performance. For instance, for the MNIST dataset,
(i) augmentations such as vertical/horizontal flipping and
excessive rotation may generate unrealistic or even incor-
rect annotated adversarial examples, and (ii) using such aug-
mented images for training may introduce the label noise is-
sue and further complicate the problem.

Methods to identify augmentation functions that improve
test performances have been developed (Cubuk et al. 2019),
which involve learning the magnitudes and application prob-
abilities of a set of stochastic augmentation functions that
give the best accuracy on the validation dataset. How-
ever, such methods are not applicable in a non-i.i.d setting,
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Figure 1: DASCL framework that combines realistic domain
augmentation and domain distance minimisation.

when the distribution of the validation dataset is not reflec-
tive of unseen target distributions. Moreover, for DG prob-
lems, data augmentation can violate the necessary condi-
tions (David et al. 2010), by (1) increasing the source-target
distance, and (2) violating the invariant labelling assump-
tion.

Methodology
Albuquerque et al. (2019) considered a special case of DG
in which the target domain is a convex combination of the
target domains. However, the number of target domains that
this technique can cover is limited if the convex region of the
training domains is small to begin with. Extending on this
idea, we include target distributions that can be represented
as a convex combination of the training and the augmented
training domains (Figure 1)

More specifically, we hypothesise a high dimensional
space in which each axis is defined by an independent aug-
mentation function, and the distance between two domains
corresponds to the distortion magnitude of the combined
augmentation functions. Under this framework, there is a
distortion threshold for each augmentation, beyond which
the invariant labelling assumption does not hold - i.e. (i)
the augmented image is outside the domain of the labelling
function, or (ii) the new label of the augmented image clas-
sified by the original labelling function is different from the
original label. The set of all thresholds defines the feasible
region that contains the original source domains and satis-
fies the invariant labelling assumption. From the theoretical
framework in David et al. (2010), the target distribution is
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Target P A C S Average
MMLD 88.98 69.27 72.83 66.44 74.38
MASF 90.68 70.35 72.46 67.33 75.21
G2DM 88.12 66.60 73.36 66.19 73.55
Deepall 88.89 68.14 70.19 61.07 72.06
DASCL 89.80 71.71 71.55 72.77 76.41
Std.dev 0.81 1.17 1.14 0.98 0.39

Table 1: Mean and std dev accuracy results (in %) on PACS
using Alexnet. Targets are domains withheld from training,
sources are the non-withheld domains used for training. The
best results are highlighted in bold (up to the decimal value).

constrained inside the feasible region.
Defining a realistic augmentation function is an ill-posed

problem, and to the best of our knowledge, has not been ex-
plored. We propose a heuristic, based on the observation that
it might be possible to generate realistic augmented domains
that show a small reduction in validation accuracy, when a
small augmentation magnitude is used. More concretely, we
define an augmentation policy similar to Cubuk et al. (2019),
which consists of a set of augmentation functions, each hav-
ing a probability of application and a transformation mag-
nitude. The magnitudes are the highest values such that the
resulting validation accuracy drop is still within a heuristic
limit.

For each batch of training input, a composite augmenta-
tion function is drawn by sampling the augmentation pol-
icy, resulting in augmented domains whose distance from
the original varies from zero (identity transformation) to the
maximum. Based on the theory in Albuquerque et al. (2019),
the target error bound can be improved by minimising the
pair-wise distances between the training domains, which in
this case, include the original and augmented domains. We
propose to do this efficiently by using a supervised con-
trastive loss similar to Khosla et al. (2020), which treats any
pair of samples under the same label group as positive, ir-
respective of their input domains. This framework addresses
some limitations of data augmentation in DG problem while
improving the work in Albuquerque et al. (2019) by consid-
ering a greater number of possible target domains that can
be covered.

Results and Discussions
We verify the performance of the proposed technique
(DASCL) against the DG state-of-the-art (SOTA) - MMLD
(Matsuura and Harada 2019), MASF (Dou et al. 2019),
and G2DM (Albuquerque et al. 2019) on the PACS (Li
et al. 2017) dataset and a multi-domain chest-x-ray medical
dataset, consisting of Chexpert, Chest14, and Padchest (Irvin
et al. 2019; Bustos et al. 2020; Wang et al. 2017). Over-
all, our method outperforms the standard ERM (deepall)
benchmark on every domain, and yields the highest aver-
age improvement over all existing SOTA approaches. The
empirical results yield an encouraging signal on our com-
bined framework, given that the proposed data augmentation
method is by no means optimal.

Target Chexpert Chest14 Padchest Average
Deepall 76.53 85.88 83.13 81.85
Std.dev 1.22 2.28 1.35 0.93
MMLD 75.40 87.70 84.99 82.70
Std.dev 2.30 1.53 0.29 1.14
DASCL 77.54 88.83 87.31 84.55
Std.dev 1.15 0.92 1.21 0.62

Table 2: Mean and standard deviation of the classification
AUC results (in %) on the Medical dataset using Alexnet.
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