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Abstract

Compared with audio data-based music genre classification,
researches on symbolic data-based music are scarce. Existing
methods generally utilize manually extracted features, which
is very time-consuming and laborious, and use traditional
classifiers for label prediction without considering specific
music features. To tackle this issue, we propose the Melodic
Phrase Attention Network (MPAN) for symbolic data-based
music genre classification. Our model is trained in three steps:
First, we adopt representation learning, instead of the tra-
ditional musical feature extraction method, to obtain a vec-
torized representation of the music pieces. Second, the mu-
sic pieces are divided into several melodic phrases through
melody segmentation. Finally, the Melodic Phrase Attention
Network is designed according to music characteristics, to
identify the reflection of each melodic phrase on the music
genre, thereby generating more accurate predictions. Experi-
mental results show that our proposed method is superior to
baseline symbolic data-based music genre classification ap-
proaches, and has achieved significant performance improve-
ments on two large datasets.

Introduction
Existing music genre classification methods require manual
extraction of features for different datasets, and need to ex-
tract a large number of music features because of the com-
plexity of music, which results in costly feature engineer-
ing. In addition, these methods typically use traditional al-
gorithms (such as SVM) for classification, so they are not
able to make full use of complex musical features.

In this paper, we propose a melodic phrase attention net-
work for symbolic data-based music genre classification to
improve the classification performance.

Proposed Approach
Melody Segmentation Representation
The melody segmentation method we use is refer as the
musical energy feature vector-based segmentation(Bingjie
2014), which defines four variables,namely PitchArea, Vol-
umeArea, MelodyArea and SoundArea. A music piece is di-
vided into several melodic phrases using the above method.
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Figure 1: Overall framework of the Melodic Phrase Atten-
tion Network.

We use the alphabetic letters with an octave indica-
tion(e.g.C4 for note C in the fourth octave—middle C) to
represent pitch of a note. After representing a music slice as
a word, we apply a representation learning approach similar
to word2vec, to get the vectorized representation: For each
music slice encoded as a word dt in a corpus of size T, the
model tries to predict the surrounding music slice in a win-
dow c.

Melodic Phrase Attention Network
Figure 1 illustrates the overall architecture of our Melodic
Phrase Attention Network, which consists of a melodic
phrase encoder and melodic phrase attention network.

Melodic Phrase Encoder In this module, we obtain the
vectorized representation cit of each music slice in the i-th
melodic phrase, and the input of the encoder is represented
as Xi = {ci1, ci2, · · · , cik}. We apply a CNN model as the
Melodic Phrase Encoder, which is composed of a 1D con-
volutional layer, a max pooling layer and a fully-connected
layer. We obtain vectorized representation Pi of the i-th
melodic phrase through the Melodic Phrase Encoder.

Melodic Phrase Attention In order to identify melodic
phrase that contribute to the classification task, we apply the
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Model TAGT MASD
Musical Feature-SVM 0.409 0.176
Representation Learning-CNN 0.494 0.245
Representation Learning-GRU 0.449 0.218
Sia-2 (Ferraro and Lemström 2018) — 0.358
Melodic Phrase Attention Network 0.796 0.508

Table 1: Comparison of our models to baseline model and
state-of-the-art.

attention mechanism (Yang et al. 2016) to obtain the weight
of each melodic phrase. Given the melodic phrase vectors
{P1, P2, · · · , Pk}, we first use a GRU layer to encode these
phrases, then a attention network is applied for weight cal-
culation, defined as:

ui = tanh(Wshi + bs) (1)

αi =
exp(uT

i up)∑
i
exp(uT

i
up)

(2)

v =
∑

i αihi (3)

where up to evaluate the importance of the melodic phrases
in the music piece. Finally, a softmax layer is used as classi-
fier:

p = Softmax(Wcv + bc) (4)

The training loss of the network is cross entropy error of the
correct genre label:

L = −log(pc) (5)

where c is the label of predicted music piece.

Experiments
Dataset and Benchmarks
We conduct experiments on two large-scale symbolic mu-
sic datasets: (1) the Tagtraum Genre Annotations dataset
(Schreiber 2015) (TAGA) consists of 21,353 MIDI files and
is divided into 15 genres; (2) the MSD Allmusic Top Genre
dataset (MASD) (Schindler, Mayer, and Rauber 2012) con-
tains 24,623 MIDI files encompassing 25 genres.

We compare our model with the following benchmarks:
(1) Musical Feature-SVM; (2) Representation Learning-
CNN; (3) Representation Learning-GRU; and (4) Sia-2
(Ferraro and Lemström 2018).

Experimental Results
Table 1 demonstrates the experimental results of our pro-
posed method and the state-of-the-art approaches. Overall,
our proposed method outperforms other benchmarks. Com-
pared with the best baseline, our approach improve the accu-
racy of 0.302 on the TAGT dataset and 0.150 on the MASD
dataset. Figure 2 illustrates accuracy result of part of the gen-
res on TAGT and MASD. In both datasets, Melodic Phrase
Attention Network improves the accuracy of almost every
genre labels compared with the baseline model. Therefore,
our proposed model performs better on TAGT and MASD.

Figure 2: Accuracy results of part of the genres on MASD
and TAGT.

Conclusion
In this paper, we presented Melodic Phrase Attention Net-
work(MPAN), which captures the music genre feature of
each melody phrase through the attention mechanism, for
music classification. Experiments show that our proposed ar-
chitecture outperform baseline models on two datasets and
achieves the best results on TAGT. As future work, we plan
to research other widely used features for music genre clas-
sification and improve our architecture according to other
music characteristics.
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