
Information Block Detection in Infographic
Based on Spatial Proximity and Structural Similarity (Student Abstract)

Jie Lin,1,2 Xin Wu,1,2 Jianwei Lu,1,2 Yi Cai1,2∗

1 School of Software Engineering, South China University of Technology, Guangzhou, China
2 Key Laboratory of Big Data and Intelligent Robot (South China University of Technology), Ministry of Education

{se jielin, sexinwu, jianweilu}@mail.scut.edu.cn, ycai@scut.edu.cn

Abstract
The infographic is a type of visualization chart used to dis-
play information. Existing infographic understanding works
utilize spatial proximity to group elements into information
blocks. However, these works ignore structural features such
as background color and boundary, which results in poor per-
formance towards complex infographics. We propose a Spa-
tial and Structural Feature Extraction model to group ele-
ments based on spatial proximity and structural similarity. We
introduce a new dataset for information block detection. Ex-
periments show that our model can effectively identify the
information blocks in the infographic.

Introduction
The infographic is a type of visualization chart to display in-
formation, data, knowledge, etc. Recently, with the emerg-
ing demands for automated infographic authoring, several
works have been proposed on infographic understanding (Lu
et al. 2020) and generating (Chen et al. 2019). As the Gestalt
Principles of visual perception (Desolneux, Moisan, and
Morel 2004; De Koning et al. 2009) suggested, by group-
ing elements into blocks, people can speed up the perceiv-
ing and authoring process of the infographic. Following the
intuition, attempt (Lu et al. 2020) has been made to auto-
matically divide elements into information blocks based on
spatial proximity, i.e., the closer two elements are, the more
likely they belong to the same information block. However,
it’s common in infographics that two neighboring elements
belong to different information blocks, as shown in Figure 1.
The model (Lu et al. 2020) based only on spatial proximity
may incorrectly group these elements into one block. Struc-
tural features (such as background color and boundary) can
explicitly indicate the block relationship between elements,
thereby avoiding the above grouping error. It’s necessary to
consider spatial proximity together with the structural fea-
tures of infographics when detecting information blocks.

Inspired by Spatial Proximity and Structural Similarity
of the Gestalt organization principle in psychology (De Kon-
ing et al. 2009), we propose the Spatial and Structural Fea-
ture Extraction (SS-FE) model to determine whether two in-
fographic elements are in the same information block. Our
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Figure 1: An example of information block detection. Peo-
ple can easily divide the infographic elements into 7 groups
(left) according to the background and boundaries of dif-
ferent blocks. By contrast, the model (Lu et al. 2020) in-
correctly groups the number 6 and the icon phone together
(right) as these elements are the closest, disregarding the
boundary splitting them.

model is factorized into a spatial feature extractor and a
structural feature extractor. The spatial feature extractor ob-
tains spatial proximity utilizing the relative spatial relation-
ships (neighboring and disjointing) of highlighted element
bounding boxes. The structural feature extractor constructs
multi-level structural features with a feature pyramid net-
work (FPN). We adaptively fuse spatial and structural fea-
tures to produce the information block prediction. Besides,
we introduce one dataset and conduct experiments on it to
validate the effectiveness of our model.

Proposed Methodology
Task Definition
The information block detection task is defined as follows:
predicting the set of information blocks S = {s1, . . . , sk},
where sk = {ek1, . . . , ekt} , eki ∈ E, according to the info-
graphic image P and elements E. We consider this problem
as paired elements block relationship detection, i.e., given
element pairs in the infographic Tpair = {c1, · · · , cn}, c =
(ei, ej) , ei, ej ∈ E, i 6= j, determine whether each paired
elements (ei, ej) belong to the same information block.

Spatial and Structural Feature Extraction Model
We propose Spatial and Structural Feature Extraction (SS-
FE) model to handle the paired elements block relation-
ship detection problem. As depicted in Figure 2, our model
includes two modules: spatial feature extractor and struc-
tural feature extractor. These two modules extract the spatial
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Figure 2: Architecture of the SS-FE model.

proximity and structural similarity of paired elements.
Given the infographic image P and its element set E =

{e1, · · · , en}, we conduct edge detection on P to highlight
the boundaries across elements and possible blocks. We then
highlight each element box of E with specific color accord-
ing to its type to obtain annotation map P ′. Given paired
elements (ei, ej), we crop a patch pi,j from P ′ to contain
them. We take P ′ and pi,j as the inputs of our model.

Spatial Feature Extractor We use the ResNet model as
spatial feature extractor to extract the spatial proximity fea-
tures fp = ResNet(pi,j) from element patch pi,j . The resent
model determines the spatial proximity by extracting the rel-
ative positional features (such as overlapping, neighboring,
and disjointing) of the two highlighted element boxes.

Structural Feature Extractor Inspired by (Chen et al.
2019), we use feature pyramid network (FPN) as structural
feature Extractor. FPN model takes the annotation map P ′

as input, and obtains structural similarity fI by extracting
the multi-level features of the detected edges in P ′. We use
adaptive max pooling to retain the most significant structural
features while unifying the dimension of the multi-level fea-
tures, and concatenate the vectors after max pooling:

fI =

[
n∑

u=1

maxpooladaptive (fu)

]
, (1)

where fu = FPNu (P
′) denotes the feature of the uth layer

in top-down part of FPN model, n represents the number of
feature pyramid layers, [·] is the concatenation operation.

We integrate the spatial and structural features and use
multi-layer perceptron to obtain the information block re-
lationship possibility of paired elements (ei, ej): ti,j =
MLP (attention (fI , fp, fp)). Given the outputs of our
model Tblock = {(ei, ej , ti,j)}, we choose a specific cate-
gory of elements {es} as seeds, and group non-seed element
ev into the same block as es according to ts,v . The grouping
result of Tblock is the information block prediction S′.

Empirical Experiments and Results
Dataset We annotate infographics in the dataset proposed
by Lu et al. 2020. For each infographic element, we label its
bounding box, category (icon, title, text, mark) and which in-
formation block it belongs to. We obtain 1,417 infographics,
which are further divided into 149,511 element pairs with
ground truth information block relationships.

Model Precision Recall F1 score block accsame non same non same non
baseline - - - - - - 0.4643

SS-FE \wo st 0.78 0.96 0.80 0.96 0.79 0.96 0.5062
SS-FE 0.85 0.96 0.80 0.97 0.82 0.97 0.5614

Table 1: Information block detection results. We conduct
paired elements block relationship detection (same for in the
same block and non for the counterpart) on SS-FE and its
variation, SS-FE \wo st (without structural features). The
baseline (Lu et al. 2020) predicts the information blocks di-
rectly without detecting relationships of paired elements.

Evaluation Metric We propose Jaccard-based metric
block acc to evaluate the performance of our model:

block acc =
1

n

n∑
i

J (Si, S
′
i) , (2)

where J(Si, S
′
i) is the jaccard similarity of the ground truth

Si and the predicted one S′
i towards ith infographic.

Analysis The performance is illustrated in Table 1. Our
model achieves the state-of-the-art performance (0.5614) on
block acc. The block acc has dropped about 5% after re-
moving the structural features, indicating that the structural
similarity is beneficial to information block detection.

Conclusion
We propose the SS-FE model to effectively detect informa-
tion blocks with spatial proximity and structural similarity
of paired infographic elements. We propose a dataset and an
evaluation metric for information block detection.
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