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Abstract

Incremental update of recommender system models using
only newly arrived data may easily cause the model to over-
fit to the current data. To address this issue without relying
on historical data, we propose a sample reweighting method
based on prediction performance of previous model on cur-
rent data. The proposed method effectively alleviates the
problem of overfitting and improves the performance of in-
cremental update.

Introduction
Recommender systems in real-world applications often deal
with billions of user interaction data daily. In order to cap-
ture the most recent interest drift of users and change in per-
ception of items, it is important to periodically update the
predictive model with newly arrived data. However, training
on new data only may easily cause the model to overfit to
the current data and forget past patterns learned. To address
this issue without relying on historical data, we propose
an Incremental Update framework with Sample Reweight-
ing strategy (SRIU). More specifically, we design a sample
reweighting method based on prediction performance of pre-
vious model on current training data, such that samples that
are well predicted by the previous model are given larger
weights, while samples that are not well fitted by the previ-
ous model are given smaller weights. The proposed frame-
work is model-agnostic. We instantiate the proposed frame-
work on classic Matrix Factorisation model and demonstrate
its effectiveness on two e-commerce datasets.

Problem Description
Let D = {(x, y)} denote the dataset consisting of user-
item interactions, where x represents the input features
from user and item, and y ∈ {0, 1} indicates whether
an interaction is observed (such as click, review, pur-
chase). Datasets collected at different periods are denoted
by {D0, ..., Dt, Dt+1, ...}. For incremental update at period
t, model from period t − 1 is restored as initialization. It is
then updated with current data Dt until convergence to ob-
tain the model at period t. In a stochastic gradient descent
step, the model parameters θ are updated as:
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θ ← θ − αwi
∂l(θ|xi, yi)

∂θ
, (1)

where l(θ|xi, yi) is the loss for sample (xi, yi), α is the
learning rate, wi is the weight of sample i. Different weights
allow samples to contribute differently to the update of
model parameters. Without applying any reweighting strat-
egy, sample weights are uniform, i.e., wi = 1 for all i.

The Proposed SRIU Framework
To prevent the model from overfitting to the current data, we
propose a sample reweighting method based on prediction
performance of previous model (i.e., the initialization model
at each period). A similar idea has been adopted in text clas-
sification to facilitate fine-tuning in transfer learning, which
assigns weight based on loss (Wang et al. 2019). Here, we
propose to assign weight based on logit, the raw output gen-
erated by the model before it is passed to sigmoid normal-
ization and loss function. In recommender system models,
logit is a more direct indicator of model prediction perfor-
mance on a sample, as it is usually used directly to compute
predicted score for ranking.

A positive sample (i.e., y=1) is considered well predicted
by the model if its logit has a large value, while a negative
sample (i.e., y=0) is considered well predicted if its logit
has a small value. Placing larger weights on samples that
are well predicted by the previous model will encourage
the updated model to preserve patterns learned in the pre-
vious model. While placing smaller weights on samples that
are not well predicted will effectively prevent the updated
model from overfitting to samples that deviate significantly
from the learned patterns. Samples that are not well fitted by
the model will result in large gradients, which during back-
propagation will cause significant change in model param-
eters. Reducing their weights restricts the effects of outlier
samples on model updating. Let gθ(xi) denote the logit of
sample i, we compute the weight wi as:

wi =


c(gθ(xi)− µ+)

σ+

, yi = 1

−c(gθ(xi)− µ−)

σ−
, yi = 0

, (2)

where µ+ (µ−) and σ+ (σ−) are the mean and standard de-
viation for logits of positive (negative) samples, and c is a
positive constant that controls the dispersion of weights.
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To avoid negative values of weights, we use softmax
function to normalize wi. Also, we want to ensure that the
weights of samples that belong to the same user sum to the
actual sample size of that user, so that all the users are suffi-
ciently learned without placing too much emphasis on some
well predicted users over the others. The resultant rescaled
weight w̃i of sample i for user u is computed as:

w̃i = softmax(wi)× |Su| , (3)

where Su denotes the set of samples belonging to user u.
Algorithm 1 shows the overall incremental update frame-

work with sample reweighting.

Algorithm 1: Incremental Update framework with
Sample Reweighting (SRIU)

Input: Previous model parameters θ∗t−1, current
training dataset Dt

Output: Updated model parameters θ∗t
θ ← θ∗t−1 // Initialisation
for each sample (x, y) in Dt do

Generate logit from gθ(x)
Compute weight w̃ using (2) and (3)
Replace (x, y) with (x, y, w̃) in Dt

end
while stop condition not reached do

Fetch a sample (x, y, w̃) from Dt

Update θ using (1)
end
return θ∗t

Experiments
We evaluate the effectiveness of the proposed framework by
instantiating on Matrix Factorization, a classic recommender
system model that uses latent vectors to represent users and
items. The loss function used here is binary cross-entropy.

We conduct experiments with two e-commerce datasets:
Tmall.com and Sobazaar mobile app. For each dataset, it is
divided into 31 periods. The first 18 periods are used to train
an initial model, and the remaining 12 periods are used to
conduct periodic training. Evaluation of model at each pe-
riod is based on its prediction AUC for the next period.

We compare the proposed framework with 3 baseline
training strategies: 1) Full Retraining (FR) that uses full his-
torical data {D0, ..., Dt} to update model at period t, 2) In-
cremental Update (IU) that uses only current data Dt to up-
date model at period t, and 3) SPMF (Wang et al. 2018) that
maintains a reservoir of historical data and updates model at
period t using both current data Dt and data in the reservoir.
SPMF can be seen as an intermediate between FR and IU.

Table 1 shows the average AUC over 12 periods of train-
ing. FR and SPMF which use historical data together with
current data are not comparable to IU. This implies that
user interests and item perceptions have changed over time,
and they are best captured by training with the most recent
data only. Employing sample reweighting strategy further
improves the performance of IU, as it serves to prevent over-
fitting to current data and preserve past patterns learned.

Tmall Sobazaar
FR 0.8062 0.7060

SPMF 0.8390 0.7306
IU 0.8408 0.7340

SRIU 0.8497 0.7447

Table 1: Average AUC over 12 periods of training

Figure 1: Distribution of logits (left) and weights (right) for
a selected user from Tmall dataset.

To visualize the outcomes of the proposed weight compu-
tation method, we plot the distribution of logits and weights
for a selected user from Tmall dataset (see Figure 1). It can
be seen that the logits have an approximately Gaussian dis-
tribution, hence it is suitable to standardize it with mean
and standard deviation in (2). The resultant weights com-
puted from logits lie within a reasonable range from 0 to
3 and peak at 1. Our experimental codes are available at
https://github.com/danni9594/SRIU.

Future Work
In the future, we will investigate the effectiveness of the pro-
posed framework on different recommender system models.
Also, we will explore other approaches to improve incre-
mental update, such as the model-based approach (Zhang
et al. 2020), and further develop a more general framework.
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