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Abstract
Text generation with sentiment control is difficult without
fine-tuning or modifying the model architecture. Plug and
Play Language Model (PPLM) utilizes an external sentiment
classifier to update the hidden states of GPT-2 at each time
step. It does not change the parameters but achieves compet-
itive performance. However, fluency is impaired due to the
instability of the hidden states. Moreover, the classifier is not
strong because of the way it is trained with partial texts, hence
it is difficult to guide the generation in the process. To solve
the above problems, in this paper, we first propose a fixed
threshold method based on the Valence-Arousal-Dominance
(VAD) lexicon to decide whether to change a word, which
keeps the fluency of the original LM to the greatest ex-
tent. Furthermore, for the improvement of sentiment align-
ment, we propose a dynamic threshold method that utilizes
VAD-based loss to make the threshold dynamic. Experiments
demonstrate that our methods outperform the baseline with a
great margin significantly both on fluency and sentiment ac-
curacy.

Introduction
Transformer-based (Vaswani et al. 2017) pre-trained lan-
guage models have made significant advances in natural lan-
guage generation (Radford et al. 2019). Most unconditional
LMs are trained on a huge text through a log-likelihood ob-
jective. Because of their remarkable fluency, there are grow-
ing interests in conditional text generation (Keskar et al.
2019). PPLM (Dathathri et al. 2019) solves the conditional
text generation problem without changing the architecture
or weights of pre-trained LM but utilizing an external sen-
timent classifier to calculate loss, which is then backpropa-
gated to the original LM’s hidden states at each time step.
Hence, the word is sampled from the perturbed distribution
through the recomputation. However, such excess modifica-
tion may cause semantic confusion which impairs the flu-
ency a lot. Moreover, in the process of generation, the dis-
criminator may not always provide an accurate loss because
of the difficulties in predicting the sentiment only based on
partial text generated so far.

To address the aforementioned problems, we first incor-
porate VAD Lexicon (Mohammad 2018), a list of 20,000
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Figure 1: The whole architecture of our sampling method at
a certain step. h is the last hidden layer of LM. Ht stands for
the historic hidden states to the current time step t. ∆H is the
update to Ht, such that generation with (Ht + ∆H) shifts
the distribution towards the desired sentiment. ∆V stands
for the valence difference of two candidate words.

English words and their valence, arousal, and dominance
scores ranged between 0 and 1. The valence measures the
sentiment direction of a word. We then propose a Fixed
Threshold sampling method based on PPLM (PPLM-FT) to
decide whether to change a word or not. The threshold en-
sures that only words making a relatively remarkable effect
on the valence can replace the unperturbed words. There-
fore, the unperturbed word would not be influenced if the
discriminator does not guide well at certain steps. This keeps
the fluency of the original LM to the greatest extent. To im-
prove sentiment accuracy, we propose a Dynamic Threshold
method (PPLM-DT) that enables VAD-based loss to make
the threshold dynamic.

Threshold for Sampling
Fixed Threshold
Figure 1 shows the whole architecture of our sampling meth-
ods. We could see that the word sampling process happens
twice a time step. Therefore, two candidate words are sam-
pled from unperturbed (before backpropagation) and per-
turbed distribution (after backpropagation) respectively. The
difference of valence value between two candidate words is
compared with the fixed threshold. Therefore, only the per-
turbed word that makes a relatively remarkable effect on the
valence can replace the unperturbed word. Otherwise, the
unperturbed word will not be changed, which keeps the flu-
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ency the same as the original LM level to the greatest extent.

Dynamic Threshold
In order to improve the sentiment control and the balance
with fluency, we design a VAD-based loss used to influence
the threshold at each time step. This sentiment loss is defined
as the difference between the valence of generated words so
far and the valence of target sentiment. For example, if the
task is positive control and the generated words so far have
shown enough positivity, the sentiment loss will be small,
so there is a higher probability of keeping the same word
as the original LM, and vice versa. Our VAD-based loss for
threshold is defined as:

Lt =
k∑

i=1

p(wi)

∣∣∣∣∣∣(
t−1∑
j=1

V (w′j) + V (wi))/t− V (tgt)

∣∣∣∣∣∣ (1)

where Lt represents the sentiment loss for the current time;
p represents the softmax probability; wi represents the i-th
word within top-k probabilities; w′ means the already gen-
erated word; V means the valence score; t means the current
time step; tgt means the target sentiment: positive or nega-
tive.

By adding this simple VAD-based loss to the original
PPLM loss, we realize that our VAD-based loss, in essence,
makes the threshold dynamic based on whether the words
have expressed enough target sentiment so far.

Experiments
We experiment to study the sentiment control and flu-
ency over the generated texts given different prompts. We
set the fixed threshold to 0.01, V (positive) to 0.6, and
V (negative) to 0.4 after analyzing the lexicon. Besides, the
k is set to 10 and for words not in the lexicon, their valence
scores are set to 0.5 (neutral). For the evaluation process and
other hyper-parameters, we keep the same with PPLM.

Automatic Evaluation
Following PPLM, the sentiment accuracy (ACC), perplex-
ity (PPL), and distinct n-grams (Dist-n) are reported. PPL
measures the fluency and Dist-n for the diversity.

Human Evaluation
Three external occupational annotators participate in the
evaluation. For fluency, annotators are asked to give each
individual sample a score on a scale of 1-5 and the average
is used. For A/B testing on sentiment accuracy, the majority-
voting is used on each pair of all 3 combinations of methods.

Experimental Results
Note that to reduce the randomness, we enlarge the number
of samples for automatic evaluation from 45 (15 prompts
× 3 samples) to 500 (50 prompts × 10 samples) for each
class. Moreover, the statistic test is performed in both auto-
matic and human evaluation. Table 1 reports the automatic
evaluation performance. We could see that both PPLM-FT
and PPLM-DT methods significantly outperform PPLM in
all metrics. The latter shows stronger controllability. Table 2

Methods ACC PPL Dist-1 Dist-2 Dist-3

PPLM 59.60 48.42 0.205 0.583 0.806
PPLM-FT 61.41† 44.14† 0.219† 0.635† 0.851†

PPLM-DT 63.73†* 45.24† 0.216† 0.634† 0.850†

† p < 0.001, comparison with PPLM
* p < 0.001, comparison with PPLM-FT

Table 1: Automatic evaluation of methods on the senti-
ment control task. Statistical significance is computed with
Wilcoxon signed-rank test.

Methods Sentiment Accuracy Fluency

PPLM 0.38 2.95
PPLM-FT 0.43 3.70†

PPLM-DT 0.5* 3.65†

† p < 0.001, comparison with PPLM
* p < 0.05, comparison with PPLM

Table 2: Human evaluation of methods on the sentiment con-
trol task. Statistical significance is computed with one-tailed
binomial test for the sentiment accuracy and two-tailed T-
test for the fluency.

shows the human evaluation results. We use 45 samples
(same as PPLM) for each class. The results exhibit the same
trend with automatic evaluation.

Conclusion
In this paper, we address the non-fluency of PPLM by
proposing a method PPLM-FT, in order to decide whether
to change a word. For the improvement of sentiment align-
ment and the balance with fluency, we further propose a
method PPLM-DT that makes the threshold dynamic. Both
automatic metrics and human assessment demonstrate that
our methods significantly outperform the baseline both on
fluency and sentiment accuracy.
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