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Abstract

Multimodal summarization aims to refine salient informa-
tion from multiple modalities, among which texts and images
are two mostly discussed ones. In recent years, many fan-
tastic works have emerged in this field by modeling image-
text interactions; however, they neglect the fact that most
of multimodal documents have been elaborately organized
by their writers. This means that a critical organized factor
has long been short of enough attention, that is, image loca-
tions, which may carry illuminating information and imply
the key contents of a document. To address this issue, we
propose a location-aware approach for multimodal summa-
rization (LAMS) based on Transformer. We investigate image
locations for multimodal summarization via a stack of multi-
modal fusion block, which can formulate the high-order inter-
actions among images and texts. An extensive experimental
study on an extended multimodal dataset validates the supe-
rior summarization performance of the proposed model.

Introduction
Text summarization aims to generate a brief but refined sum-
mary to represent the source document, and it forms the ba-
sis for a variety of natural language processing (NLP) tasks,
such as text classification, information retrieval, and ques-
tion answering. Many researches have shown their charm-
ing performance in this task by exploring unimodal infor-
mation (Chen and Bansal 2018; Zhong et al. 2019). While
with the development of social media and news sites on the
Web, multimodal information, such as texts, images, videos,
and audios, becomes considerably available and has received
more attention in recent years.

In multimodal summarization, texts and images are two
kinds of the most discussed modalities (Zhu et al. 2018;
Chen and Zhuge 2018). Existing works try to distill dis-
tinctive but complementary information from texts and im-
ages to enhance summarization performance. However, they
commonly devalue the importance of a critical factor for
summarizaiton, that is, analyzing image locations. Image
locations are less attentive than textual and visual contents
because they are considered hard to be quantitatively eval-
uated and trivial for summarization. While in multimodal
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documents, images as well as their locations can give peo-
ple more intuitive and illuminating information than texts,
including pointing out those key sentences, which is crucial
for generating excellent summaries.

Methodology
As illustrated in Figure 1, we present LAMS, a location-
aware approach for multimodal summarization, which takes
multimodal fusion blocks (MFB) to formulate the interac-
tions between different modalities and employ the location-
aware mechanism to further exploit the image location in-
formation.

Multimodal Fusion Block. Multimodal fusion block
(MFB) aims to provide a representation for each multimodal
block of the document. We design a unified block for captur-
ing the interaction between text and image. We first encode
the text part and the image part and then generate the 2nd

order interaction representation through bilinear pooling.
What’s more, we introduce the maximum influence range of
the image and formulate the relative location between sen-
tences and images by the stack of MFBs, which produce the
high order interaction representation.

Summary Decoder. For generating multimodal summary,
important sentences should be extracted to form the sum-
mary. We employ the Pointer Network, which is an auto-
regressive decoder with superior performance for summa-
rization generation, as the summary decoder in our model.

Experiments
Dataset. MSMO dataset1 is proposed by (Zhu et al.
2018) for multimodal summarization. This dataset is formed
by collecting articles with images and captions from
DailyMail website2. However, it lacks any information
about how the documents are organized, such as image lo-
cations. Therefore, we extend the dataset by collecting the
image locations of each document according to the URLs
they provide. The documents in our training, validation, and
testing are 287467, 10265, and 10261, respectively. Several
websites are missing when we crawl the data, and thus, our

1http://www.nlpr.ia.ac.cn/cip/jjzhang.htm
2http://www.dailymail.co.uk
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Figure 1: Illustration of the proposed location-aware approach for multimodal summarization. At first, VGG19 and BERT with a
convolutional layer are firstly used to encode the text and image part of the document. Then, a stack of multimodal fusion blocks
are employed to encode the high order interactions between the two parts. The stack folds are determined via the interaction
range of the image. Pointer Network is further utilized in summary decoder to perform multimodal summarization.

Model R-1 R-2 R-L
(Nallapati et al. 2016)* 34.78 13.10 32.24

(See, Liu, and Manning 2017)* 41.11 18.31 37.74
(Zhong et al. 2019) 42.69 19.92 38.89

ATG* 40.63 18.12 37.53
ATL* 40.86 18.27 37.75
HAN* 40.82 18.30 37.70

ATL+PN 42.48 19.75 38.78
LAMS 43.07 20.28 39.34

Table 1: Summarization performance the compared methods
on the extended MSMO dataset: Results with * marks are
taken from (Zhu et al. 2018). All the ROUGE scores have
95% confidence intervals of at most ±0.22 as reported by
the official ROUGE script.

training and validation datasets are slightly different from
the original MSMO dataset.

Summarization Performance Comparison. The first
three models in Table 1 are text summarization approaches,
including abstractive and extractive ones. Compared with
the abstractive methods (Nallapati et al. 2016) and (See, Liu,
and Manning 2017), the extractive model (Zhong et al. 2019)
can achieve generally better performance, as shown in the
table. As to the multimodal summarization methods in the
middle of Table 1, ATG, ATL, and HAN are all constructed
based on the abstractive mode. As evaluated by the 95% con-
fidence interval in the official ROUGE script, our proposed
model LAMS achieve statistically significant improvements
over all of the baseline models.

Conclusions and Future Work
In this paper, we discuss the importance of image locations
and the interactions between images and texts. To address

this issue, we propose a location-aware approach for mul-
timodal summarization (LAMS) based on Transformer. We
employ the multimodal fusion block to formulate the inter-
actions. Then, we introduce the location-aware mechanism
to further leverage the image location information. For eval-
uating our method, we supplement the information about
the image locations to the previous multimodal summariza-
tion dataset, and the experiments on this dataset validate the
promising performance of our model in the multimodal sum-
marization task. In the future, it will be interesting to study
the abstractive approach in multimodal summarization.
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