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Abstract
We present KAAPA (Knowledge Aware Answers from PDF
Analysis), an integrated solution for machine reading com-
prehension over both text and tables extracted from PDFs.
KAAPA enables interactive question refinement using facets
generated from an automatically induced Knowledge Graph.
In addition, it provides a concise summary of the supporting
evidence for the provided answers by aggregating informa-
tion across multiple sources. KAAPA can be applied consis-
tently to any collection of documents in English with zero
domain adaptation effort. We showcase the use of KAAPA
for QA on scientific literature using the COVID-19 Open Re-
search Dataset.

System Overview
End-to-end (E2E) Question Answering (QA) systems (Yang
et al. 2019; Chakravarti et al. 2019) based on Machine Read-
ing Comprehension (RC) (Rajpurkar et al. 2016; Yang et al.
2018; Kwiatkowski et al. 2019; Cui et al. 2019; Pan et al.
2019) are effective in providing precise answers to natu-
ral language questions. However, they have limitations: (1)
most QA systems (Yang et al. 2019; Yang, Fang, and Lin
2017) only extract answers from text, while PDF documents
are often richer, containing semi-structured information in
the form of tables and diagrams; (2) precise answers can
only be given when questions are specific (Kwiatkowski
et al. 2019); frequently, the user’s intent is not clear from
the initial question, and further exploration is needed to nar-
row it down; (3) supporting evidence for a single answer
could be spread across multiple sources, requiring text sum-
marization technology (Feigenblat et al. 2017; Roitman et al.
2020), which is typically not supported by current RC solu-
tions (Yang et al. 2019; Chakravarti et al. 2019).

KAAPA provides a solution for the aforementioned limi-
tations by introducing QA over tables extracted from PDF,
Dynamic Facets to narrow down questions and Evidence
Summarization in an E2E integrated system. KAAPA con-
sists of two main components: 1) a knowledge induction
system, executed offline at PDF ingestion time, and 2) an
integration of dynamic faceted search, RC and text summa-
rization executed online to provide answers to natural lan-
guage questions. Figure 1 illustrates the architecture.
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In the offline component, text is extracted from PDF doc-
uments using Smart Document Understanding (SDU), part
of IBM Watson Discovery Service1. For table extraction,
we use our Global Table Extractor (GTE) (Zheng et al.
2020), which leverages specialized object detection mod-
els and clustering techniques to extract, for each table, both
its bounding box and cell structure. Each document, text
and tables, is indexed by an internal search engine2. Tables
are stored as pseudo-documents containing cell values, sur-
rounding text and intra-document references. KAAPA then
automatically induces a Knowledge Graph (KG) from the
ingested text. This process builds upon our work presented
in (Fauceglia et al. 2019) that provides, among other things:
terminology extraction, distributional semantics models and
automatic taxonomy induction. All taxonomies can be op-
tionally curated by a Subject Matter Expert using a Smart
Spreadsheet (Fauceglia et al. 2019).

The online part of KAAPA is in charge of providing sum-
marized answers to the user’s questions. Using a passage
search strategy, KAAPA retrieves relevant passages. Rele-
vant tables are then identified using a document search strat-
egy on the index of pseudo documents created offline, as
described in (Shraga et al. 2020b,a), that achieves state-
of-the-art accuracy on table retrieval benchmarks. Dynamic
Facets are generated by ranking terms in the induced KG by
topic-similarity to the query, and by grouping them by their
taxonomy-types, as described in (Mihindukulasooriya et al.
2020). The user can focus the search by selecting a facet,
thereby adding the corresponding term as a hard filter to the
original query.

The retrieved passages and tables are then fed to the RC
system for further analysis. We use GAAMA (Go Ahead
Ask Me Anything) (Chakravarti et al. 2019) for this pur-
pose. Given a token sequence (X) consisting of a question
and a passage, GAAMA predicts the begin and end of an-
swer spans. Similarly, we use GAAMA to answer natural
language questions over these tables, leveraging span selec-
tion techniques to identify relevant cells from tables. Specif-
ically, we trained a GAAMA model using the xxlarge v2
version of ALBERT on Open Domain Table QA bench-
marks, achieving 0.896 MRR and 85.3% Hit@1 over Wik-

1https://www.ibm.com/cloud/watson-discovery
2ElasticSearch: https://elastic.co/enterprise-search
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Figure 1: Architecture of the KAAPA system. Showing also an example from the COVID-19 use case.

iSQL benchmark look-up questions. In both table and text
QA, the model has been fine-tuned on a collection of open
domain QA tasks and no additional fine-tuning is needed on
the target domain.

As a final step, KAAPA provides supporting evidence for
each returned answer using the Dual Cascade Cross En-
tropy Summarizer, a state-of-the-art unsupervised, query-
focused, extractive, multi-document summarizer (Roitman
et al. 2020), which receives as input the question, the answer
and the concatenation of the passages identified by GAAMA,
and returns a summary aggregating and distilling the infor-
mation found in the supporting passages.

Use Case
To demonstrate KAAPA’s zero-shot effectiveness in a new
domain, we ingested the COVID-19 Open Research Dataset
(CORD-19, v33) (Wang et al. 2020), including PDFs down-
loaded from links provided in the dataset. The experience of
using KAAPA is similar to using a search engine. For exam-
ple, for the question: what kinds of complications can occur
due to COVID-19?, KAAPA returns a list of answers (e.g.
acute respiratory distress syndrome, myocardial infarction).
Depending on the user’s interest, the search can be further
refined using Dynamic Facets. For example, when the user
selects the facet pregnant women, the search engine will
only return documents and answers related to pregnancy-
related complications (e.g. preterm delivery, preeclampsia).
For each returned answer, KAAPA also provides support-
ing evidence in the form of text snippets containing the sur-
rounding text where the answers have been found. Most of
these snippets come from different documents, and express
the answer in a diverse way; in order to simplify the user’s
experience, the system also returns a concise summary of
the evidence for each answer. KAAPA also provides the ca-
pability to search over tables (Shraga et al. 2020a), returning
a ranked list of tables where relevant cells are highlighted us-
ing a heat-map approach. A demo video3 showing the func-
tionalities is provided.

3https://ibm.box.com/v/kaapa-aaai21

Evaluation
Qualitative Evaluation. We provided KAAPA after ingest-
ing CORD-19 to a medical doctor (MD) for evaluation. The
MD produced 20 queries, covering topics such as transmis-
sion, incubation, symptomatology, treatments, and mortal-
ity. Evaluation was based on the top 5 returned answers,
their supporting evidence and source documents. Overall,
KAAPA returned useful concise answers for well-specified
queries. For more open-ended queries, the answers returned
were less useful but still able to guide the user to relevant
passages addressing the underlying information need. For
example, for the query pediatric kawasaki-like disease in
COVID-19 where the user’s intent was general exploration
of this topic, answers included other names this new condi-
tion is known by, e.g. MIS-C, hyperinflammatory shock syn-
drome. Dynamic Facets also provided suggestions to focus
the search, such as by clinical presentation or intensive care
unit. The MD found KAAPA to be most useful where multi-
ple, sometimes conflicting, answers can be found for a given
query. For example, the query results of remdesivir trial for
COVID-19 yielded mixed results from different studies on
remdesivir use, with answers such as: remdesivir was not
associated with statistically significant clinical benefits, and
a significant faster time to recovery but without any differ-
ence in mortality. By presenting all possible answers from
the corpus, the user can critically review the literature to de-
velop a more complete and well-informed view of the topic.

Quantitative Evaluation. To evaluate the zero-shot
transferability of GAAMA, the underlying QA model, we
performed inference on the recent CovidQA (Tang et al.
2020) benchmark. Table 1 shows that GAAMA consistently
outperforms the best baselines reported in (Tang et al. 2020)
and hence can be regarded as the current state-of-the-art.

P@1 R@3 MRR
BioBERT + MS MARCO 0.19 0.31 0.31
T5 + MS MARCO 0.28 0.40 0.42
GAAMA 0.35 0.56 0.45

Table 1: GAAMA vs. (Tang et al. 2020) on CovidQA.
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