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Abstract 
Network management is a complex task involving various 
challenges, such as the heterogeneity of the infrastructure or 
the information flood caused by billions of log messages 
from different systems and operated by different organiza-
tional units. All of these messages and systems may contain 
information relevant to other operational units. For example, 
in order to ensure reliable DSL connections for IPTV cus-
tomers, optimal customer traffic path assignments for the 
current network state and traffic demands need to be evalu-
ated. Currently reassignments are only manually performed 
during routine maintenance or as a response to reported 
problems. In this paper we present a decision support sys-
tem for this task. In addition, the system predicts future pos-
sible demands and allows reconfigurations of a DSL access 
network before congestions may occur. 

 Introduction   

The dynamic nature of computer networks and their com-
plex structure imply huge challenges for capturing a holis-
tic view of the overall system state in a real-time fashion. 
In the context of network operation and provision, network 
operators do not only face technical problems but also have 
to consider the business impact of their decisions. Hence, 
processes for decision-making are very difficult to auto-
mate, but decision support systems (DSS) can aid in taking 
appropriate measures. 
 A telecommunication operator network is comprised of 
multiple heterogeneous data sources: 

Standard network appliances (routers, switches …) 
Security suites incorporating Intrusion Detection 

and Prevention capabilities (IDS, IPS and fire-
walls) 
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General-purpose machines hosting either internal 
applications or external services for customers 
(web servers …) 

 In this context, the processes of data access, processing 
and exploitation are distributed, and the amount of log data 
accumulated may be in the range of terabytes. Multiagent 
systems (MAS) are distributed in nature and suited to these 
problems via their inherent characteristics, i.e., autonomy, 
social ability or re-/pro-activeness (Jennings and Woold-
ridge 1998). 
 In a long-term research activity supported by a tele-
communication provider, we investigate over the course of 
multiple subprojects the practical applicability of agent 
technology as an integration environment for decision 
support in the domain of network operation. In this regard, 
integration not only considers data sources and their proc-
essing, but also exchangeable components for recommen-
dation and testing. In the first subproject, presented in this 
paper, we targeted a DSS for traffic optimization and early 
congestion warning in DSL access networks. 
 In this context, inherent characteristics create a multi-
tude of challenges. For example, traffic path assignments 
in DSL access networks are static, and the network infra-
structure is frequently upgraded to adapt to the increasing 
traffic demands of TriplePlay (Telephony, Internet, TV via 
a single line) customers. This requires continuous recom-
putation of optimal traffic path assignments. Furthermore, 
congestions caused by an increasing number of customers 
or larger traffic volumes per subscription are hard to pre-
dict. Based on this information, planned reconfigurations 
must be weighed against the cost of changes to the network 
and an expected frequency or duration of a corresponding 
service limitation. 

Contribution 
The contributions of this paper are twofold: First, we de-
velop an agent-based design of a Decision Support Frame- 
work (DSF). This framework is distributed, adapts con-
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cepts of the autonomic control loop and provides interfaces 
for extensions such as recommendation or verification 
components. Based on this design, we then realize an 
agent-based DSS for performance management in DSL 
access networks. In particular, we show how simulation 
and optimization components can be integrated in the 
overall solution, detail the optimization algorithms and 
outline practical results. 

Related Work 

Shim, et al. have already mentioned the distributed nature 
of MAS and their relevance for DSS. They also discussed 
the evolution and future of DSS. They predict that software 
agents will play a vital role for “Active decision support 
for the next millennium” (Shim, et al. 2002). Sycara, et al. 
propose multiagent systems for managing distributed in-
formation sources and providing decision support. In this 
context, the authors introduce different agent types for user 
interaction, task solving and information access (Sycara 
and Zeng 1996). In more recent works, DSS agents have 
been used in the domain of electricity markets (Sueyoshi 
and Tadiparthi 2008) and for breast cancer research (Sid-
diqa, et al. 2009). 
 Traffic management, the focus of the presented case 
study, has been identified as a high priority problem in 
previous work, e.g., (Goth 2008; Feldmann, et al. 2001), 
and was studied with a strong focus on the IP layer. How-
ever, this cannot be applied to prevent traffic congestion in 
DSL access networks since DSL access networks only 
employ protocols such as ATM or Ethernet from the link 
layer, which is located below the IP layer in the TCP/IP 
protocol stack. Past research, e.g., (Nicklisch, et al. 1998; 
Marzo, Vilá, and Fabregat 2000) considered the applica-
tion of agent technology for the management of ATM 
networks, but current and future DSL access networks will 
be mostly Ethernet-based. 
 The cited approaches share a common idea with the 
concept of a “Knowledge Plane for the Internet”, intro-
duced by Clark, et al. This “Knowledge Plane” enables 
distributed information sharing as well as a certain level of 
autonomy and intelligence to counteract identified prob-
lems in the network (Clark, et al. 2003). In this regard, 
Bullot, et al. present a detailed description for the realiza-
tion of such knowledge planes (Bullot, et al. 2008). How-
ever, this approach requires the integration of this func-
tionality into all individual network elements. Unfortu-
nately, this is not yet feasible in a contemporary opera-
tional infrastructure. Thus, agents cannot be deployed 
directly on the network elements, but they can interface 
with monitoring systems. 

Case Study: Performance Management in 
DSL Access Networks 

Before we present our DSS for the management of DSL 
access networks, we first introduce the domain, terminol-
ogy and the problem addressed by the DSS. 

DSL access networks 
Figure 1 presents a schematic view of a DSL access net-
work. In DSL access networks, customers are connected 
via their modem (1) to a DSLAM (Digital Subscriber Line 
Access Multiplexer, 2). They terminate the local loop and 
represent the border to a telecom provider network. The 
DSLAMs denote the entrance to the concentrator network, 
a layered hierarchy of switches (3a, 3b), where a BRAS 
(Broadband Remote Access Server, 4) is at the top. 
 BRAS are the entry points to the Internet, or more pre-
cisely to the core network of the telecommunication pro-

vider. Additionally, the BRAS are the endpoints for PPPoE 
(Point-to-Point-over-Ethernet) connections that are estab-
lished by the DSL modem of customers. In this regard, 
they realize the first hop for a customer-initiated IP con-
nection. The hierarchy layers in the concentrator network 
are connected via parallel links. 
 As mentioned before the traffic protocols work on the 
link layer and hence, there are no IP routing or load balanc-
ing protocols available. The DSL network administrators 
need to manually define how traffic is switched on every 
level in the aggregation hierarchy. Customer traffic is as-
sociated to a specific Virtual LAN (VLAN), i.e., Ethernet 
frames labeled with a unique identifier. The atomic unit to 
be switched is the VLAN group, the aggregation of all 
customer VLANs connected to a specific DSLAM.  

Figure 1: Schematic overview of a DSL access network 
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 The telecommunication provider uses a performance 
management (PM) system, which processes inventory data, 
i.e., the network topology and static VLAN group configu-
ration as well as the consumed bandwidths on the links. 
 In the scope of this study we realized a DSS to comple-
ment the PM system, capable of computing the traffic path 
assignments, i. e. optimal assignments of VLAN groups to 
links. Additionally, the DSS incorporates a real-time com-
ponent for continuous traffic forecast to identify potential 
congestion situations. 
 We had access to inventory data of DSL access net-
works as well as performance data of the monitored links, 
i.e., upstream and downstream bandwidth consumption as 
well as the number of customers connected to a DSLAM. 
To ensure privacy and confidentiality, user-specific data 
such as access identification and infrastructure-relevant 
data such as device and link names were encrypted. The 
performance data was measured in regular 15-minute in-
tervals and used as basis for the optimization and for the 
simulation model representing DSL customers. 

Agent-based Design of a Decision Support 
Framework 

Since the previously described use case of a DSL access 
network was a trial for other decision support systems in 
the context of telecommunication operator networks, we 
start by describing the general Decision Support Frame-
work (DSF), before we go into the details about the case 
study. Figure 2 presents a high-level view of the DSF. For 
realizing the DSF we needed an agent framework offering 
support for component-based building of agents and em-
bedding them in real-world environments. These require-
ments are fulfilled by JIAC V (Hirsch, Konnerth, and 

Heßler 2009). An additional advantage of JIAC V is that it 

is used by the network security simulator NeSSi2 (Schmidt, 
et al. 2009). Simulation capabilities were a key factor, 
since one main aspect of our DSS is to use simulation to 
evaluate the effects of decisions and to use it to forecast 
future system states, which in turn affect decision propos-
als. 
 NeSSi2 is an open source network simulator originally 
focused on evaluating security solutions for defending 
infrastructures against network-related attacks. It provides 
simulation capabilities on graph-based representations of 
real-life networks. The simulation models are defined by 
using the Eclipse Modeling Framework. NeSSi2 uses 
JIAC V agents for the management and execution of simu-
lations, which offer the ability to annotate tasks an agent 
performs as public services that can be invoked by other 
agents. This means a DSS computes the parameters for a 
simulation scenario at runtime, requests to launch one or 
more simulations, and evaluates the results upon termina-
tion. 
 The depicted DSF essentially implements a stereotypical 
autonomic control loop; see for example (Dobson, et al. 
2006). We facilitated the public services of JIAC V agents 
and their ability to either automatically publish or manually 
wrap these services using other service-oriented technolo-
gies. For example, services can be automatically published 
as web services or manually exposed as Java Management 
Extensions (JMX) services. This is especially important for 
agents that need to interact with the outside world, be it for 
collecting data, cooperating with other systems or recom-
mending actions to the operator. We will highlight this in 
the following, when we present the building blocks of the 
DSF and describe the agents for the DSS for DSL access 
network optimization for each building block. 
 Figure 3 gives an architectural overview of the realized 
multiagent system. It consists of two agent execution envi-
ronments (nodes). One node hosts the DSF agents and the 
second node the NeSSi2 agents. 
 The following describes the agent groups of the DSF 
and implementation of our specific DSS in more detail.  

Data Acquisition. This group is comprised of agents that 
are solely responsible for accessing data from existing 

Figure 2: High-level overview of an agent-based decision 
support framework. 

Figure 3: Multiagent system for observing DSL access network 
performance measurements, create network optimization pro-
posals and forecasting of future network behavior. 
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applications or from sensors on devices. Their single task 
is to collect data from various sources and store it in a 
format that can be processed by other agents. 
 The Data Acquistion Agent (DAA) of the DSS accesses 
performance measurement data exported from monitors in 
the DSL access network. During the research project, this 
data was not forwarded directly to the DAA; as mentioned 
before this data was first pseudonymized. 

 After receiving this pseudonymized data, the task of the 
DAA is to transfer the performance measurements to a 
database (step 1 in Figure 3). Finally, the DAA notifies the 
DPA (see below) about the new raw data (2). 

Data Processing. Agents in this group convert raw data 
provided by data acquisition agents into more suitable 
knowledge representation formats. They also perform 
integrity checks and condense data by filtering and simple 
aggregation. At this stage of the decision it is possible to 
automatically trigger reaction mechanisms based on pre-
defined rules on matched incoming data. 
 In the case study, a Data Processing Agent (DPA) is 
responsible for translating the raw data into information, 
which can be used for visualization, optimization and fore-
casting, and storing it in the dedicated database (3). Based 
on the available performance data, different calculations 
will be performed, e.g., average link utilization or busy 
hour identification. This metadata is added to the raw to-
pology data. The available performance measurements are 
then translated to events that can be interpreted and visual-
ized by NeSSi2 as graphical reports for inspecting network 
behavior and state (3). During the calculation of statistics 
and the translation to simulation events, the performance 
measurements are also checked for congestion indicators. 
When deemed necessary, forecast simulations and optimi-
zations can afterwards be requested by the DPA (4, 5). If 
the previous tasks detected problems, they are written to a 
log file and optionally reported by e-mail. For this we use 
an e-mail agent, which is part of a collection of available 
general-purpose JIAC V agents. This agent exposes remote 
agent actions for sending e-mails to other agents, so a DPA 
simply needs to look up the “Send E-Mail” functionality in 
the agent node directory service and then invoke it. 
 In JIAC V services are externally offered as web service 
or Java Management Extension (JMX) services. Internally 
these services are also published as remote agent actions to 
other agents. These actions are registered with a directory 
service and can be invoked by other JIAC V agents. The 
communication between JIAC V agents uses the Java Mes-
sage Service (JMS). 

Data Exploitation. Agents in this group use the previously 
generated knowledge, apply further analysis algorithms 
(indicated by the pieces of a puzzle in Figure 2) and in so 
doing, generate new knowledge. This new knowledge is 
either based on insights generated during data analyses or 
during comparison of the observed system state with a 
desired system state. Based on this, they may schedule 
additional actions that alter a system or generate feedback 
to operators. The main design aspect for this agent group is 

that the actual implementation of approaches is not realized 
within the DSF but delegated to a DSS. 

 For the case study only an Optimization Agent (OA) was 
realized. Optimization refers to the redistribution of cus-
tomer traffic on parallel links. An important constraint is 
that all customer traffic originating from one DSLAM 
(VLAN group) cannot be split onto different paths. The 
optimization problem is not a fractional but an integer 
optimization problem, since DSLAM customer traffic is 
composed of discrete units of flow, which cannot be di-
vided due to modeling requirements. The optimization 
problem can be modeled as a bin-packing problem, where 
the links represent the bins, the capacity of the bin is the 
capacity of the physical link, and the items are the cus-
tomer traffic originating from one DSLAM. The size of an 
item naturally corresponds to the aggregated amount of 
traffic in the respective VLAN group. Since the bin-
packing problem is NP-hard and we are dealing with a 
potentially large number of algorithm invocations depend-
ing on network size, we employ a heuristic to redistribute 
DSLAM traffic. To this end, several heuristics are avail-
able (Vazirani 2004) and were implemented; in test runs 
the worst-fit decreasing heuristic was selected, which was 
deemed most suited to achieve a balanced distribution over 
the links. The DSS is designed to automatically and manu-
ally invoke the OA, due to requested operational con-
straints it is only manually invoked (see section Interface). 

Verification. This group of agents is responsible for the 
verification of results, which can be realized with different 
strategies. An option is to prove the assumptions with for-
mal analysis. Our DSS also supports simulations to verify 
assumptions too complex for formal analysis. Finally, it is 
also possible to integrate an agent platform into a testbed 
and verify estimations under realistic conditions. 
 While it is nice to have the ability to compute routing 
reconfigurations for resolving congestions on links, it is 
preferable to prevent them in the first place. To this end, 
we conduct forecast simulations. A forecast simulation is 
automatically triggered by the system. For this purpose the 
aforementioned DPA checks the current link utilization 
each time it receives new data. In case the utilization sur-
passes predefined thresholds, it initiates a forecast simula-
tion, which includes the link in question. 
 This is done by contacting the Simulation Control Agent 
(SCA). The SCA is a default NeSSi2 agent and offers serv-
ices for starting arbitrary simulations. To be able to handle 
non-IP access networks, we used a new simulation model. 
Details about this can be found in a paper to be presented 
at SimuTools 2010 (Bye, et al. 2010). A SCA can start 
multiple simulations. Furthermore, it is possible to use 
several nodes with a SCA on a node to increase the simula-
tion performance. The system notifies previously assigned 
persons from the network operation center via e-mail when 
congestion is deemed very likely to occur. 

Knowledge Repository. Each agent owns a local knowl-
edge repository, called memory. An agent uses its memory 
to store facts. These facts are either obtained by observing 
an agent’s environment or by communication with other 
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agents. Changes to an agent’s memory can be observed and 
if they match a defined pattern can trigger actions, which 
will be performed by the agent. 
 In case an agent needs persistent knowledge or to share 
this persistent knowledge with other agents, the facts are 
stored in a database. Facts are either stored directly in the 
database or pass through a persistency layer to facilitate 
better database storage and access. 
 For the implemented DSS a database is used, which 
stores network topologies and current performance meas-
urements. 

Interfaces. The group depicted in the bottom of Figure 2 
describes two types of interfaces, between several DSS 
(collaboration; right) as well as between DSS and user 
(recommendation, multimodal UI; left). In the first case, 
data is exchanged in a multi-DSS architecture, for example 
collaborative network intrusion detection systems. In the 
second case, the actual support part of our DSS, data leaves 
the DSS domain and is presented to the end user. The re-
sponsible DSS agents either actively inform users of the 
system, e.g., by sending e-mail, or passively by publishing 
web services other applications can use to query an agent 
for decision proposals. 
 To issue DSS-specific commands and display case study 
specific information, a NeSSi2 UI extension was developed. 
This extension allows reviewing the networks and listing 
all DSL access network topologies. After selecting a topol-

ogy, the graph representation with additional selection-
based node and link information is loaded and displayed. A 
replay with the measured data can now be started, viewed 
and individual points in the last measurement interval can 
be inspected (6). Figure 4 shows this for a selected tree and 

a measurement interval of one week in February 2009. The 
user can now supply different traffic generation parameters 
and start a simulation or optimize the active tree (7). It is 
also possible to combine both, e.g., simulate optimized 
trees as well as answer what-if questions in regard to cus-
tomer increase. By switching to another database, users can 
examine the conducted simulation from continuous deci-
sion support, which is described in the next section. 

Evaluation and Discussion 
The evaluation of our system addresses two different areas. 
First, we look at performance issues of the system in rela-
tionship to continuous operation. Second, we address the 
question whether optimizations have the anticipated effect 
on link congestion. 
 We tested our continuous DSS with a set of perform-
ance-metric data collected in German DSL access net-
works operated by the data provider. We used a MacBook 
Pro (Dual Core 2.4 GHz, 4GB RAM) for this purpose. The 
import of a 15-minutes-interval dataset and 117 forecast 
simulations for the different access networks took 40 min-
utes. This means it would not be possible to operate the 
system in intervals of 15 minutes. After closer examina-
tion, we found out that write operations to the database 
were a limiting factor in our system; in particular this is a 
result of storing captured performance data persistently. 
Here, we see optimization opportunities: on the one hand, 
it is possible to distribute the load on different machines 
(e.g., three, each handling 39 access trees). On the other 
hand, a more powerful computer with enough memory to 
store the database or an SSD RAID may be an option, too. 
Besides those improvements, it would also make sense to 
operate the system individually for each DSL access net-
work, and not with one instance for all DSL access net-
works. 
 Link utilizations of around 80% will cause packet drops 
on the affected link and thus decrease for example the 
picture quality in IPTV services. To account for traffic 
peaks in the 15-minute intervals, we selected 50% link 
utilization as an upper bound. Figure 5 shows the link 
utilization between 20:15 and 20:30, a time where conges-
tion is likely to occur. With the original traffic path as-
signment, half of the links are unused. However, one link 
was utilized more than 50% percent. After optimization, 
several unused links where utilized and the congested one 
relieved. There are still unused links left, as only parallel 

Figure 4: Replay of performance measurements in NeSSi2 for one week in February 2009. 

Figure 5: Utilization of a network between 20:15 and 20:30 
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links are optimized while unused BRAS are ignored (see 
Figure 4). Because it isn’t possible to split VLAN groups, 
parallel links on top of aggregation switches with only one 
DSLAM can’t be optimized either. 
 We achieved the goals defined for our project: we real-
ized a  prototype MAS that fulfills the necessary require-
ments for giving network operators decision support. We 
were able to cope with the information flood and our 
framework enabled us to run in a distributed fashion via 
the JIAC V nodes. Our DSS can detect possible network 
bottlenecks and notifies the user with a more useful VLAN 
configuration proposed by the optimization agent. 

Conclusions and Outlook 

We presented an agent-based Decision Support Framework 
(DSF) targeted at the needs of decision support activities in 
the domain of network operation. In the context of a case 
study, we realized an application for performance man-
agement in DSL access networks. The system is able to 
find VLAN group assignments for the current network 
state and traffic demands, which will reduce the likelihood 
of traffic congestion and is also able to provide recommen-
dations for future assignments based on forecast simula-
tions. Additionally, the system has been tested for real-time 
continuous decision support. 
 In our future research activities we follow two direc-
tions. First, we will optimize the implemented system for 
the real-time case to perform faster. To this end, a live 
interface to the telecom operator has been realized, provid-
ing updated performance data in intervals of 15 minutes. 
Second, we target misuse detection in an upcoming case 
study, in particular anomalous behavior of compromised 
customer machines. Here, we plan to apply the general 
DSF with a focus on the collaboration of different in-
stances of the system and on anomaly detection algorithms 
incorporated in the exploitation agent. In particular, dis-
tributing not only the individual components of a decision 
support system, but even instances of it will be a focal 
point of this research activity. 
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