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Abstract

Bias can have devastating outcomes on everyday life, and
may manifest in subtle preferences for particular attributes
(age, gender, race, profession). Understanding bias is com-
plex, but first requires identifying the variety and interplay
of individual preferences. In this study, we deployed a so-
ciotechnical web-based human-subject experiment to quan-
tify individual preferences in the context of selecting an advi-
sor to successfully pitch a government-expense. We utilized
conjoint analysis to rank the preferences of 722 U.S. based
subjects, and observed that their ideal advisor was White,
middle-aged, and of either a government or STEM-related
profession (0.68 AUROC, p < 0.05). The results motivate
the simultaneous measurement of preferences as a strategy to
offset preferences that may yield negative consequences (e.g.
prejudice, disenfranchisement) in contexts where social inter-
ests are being represented.

Introduction
Governments, foundations, and private equity firms alike
provide funds to advance innovative ideas and causes. Fund-
ing decisions are impacted by the characteristics of the pro-
posed cause as well as the human promoters of the cause
(De Martino et al. 2006). The human factors that may play a
role in a funding decision include the demographic back-
ground (age, gender, and race) and personal experiences
(educational history, profession) of the promoter (Pedersen
and Nielsen 2020). Given that funding decisions can have
long lasting impacts on communities, quantifying the influ-
ence of human factors on funding decision-making patterns
may provide insight into the degree and polarity of biases in
these decisions (Mavrodiev, Tessone, and Schweitzer 2013;
Schöbel, Rieskamp, and Huber 2016; Kinsey et al. 2019).

Several recent studies provide evidence that implicit bias
(ethnic, gender, and political among others) impacts both
human and machine decision-making in many settings (fi-
nance, investment, hiring) (Larson et al. 2016; Lindner,
Graser, and Nosek 2014; Parikh, Teeple, and Navathe 2019).
Despite the accumulation of scientific evidence, members of
the general population have divergent opinions on the im-
pact of implicit bias. Furthermore, surveys of U.S. Ameri-
can adults indicate that these divergent opinions are associ-
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ated with demographic factors (generation, race, and politi-
cal) (Doherty 2020). Given the increasing prevalence of so-
ciotechnical decision-making systems, studying biases and
preferences using a sociotechnical setup, where humans pro-
cess information and make decisions via human-computer
interfaces, has increased in importance.

Objective & Research Hypotheses
Objective In this paper, we developed a sociotechnical
system through which we studied the relative influence of
and preference for demographic factors (age, gender, race,
and profession), on decision-making of U.S. based crowd-
workers. More specifically, we collected data from 722 sub-
jects who participated in a web-based hiring task. The task
required subjects to choose the optimal demographic prop-
erties of an advisor to secure competitive government fund-
ing for projects in seven categories (e.g. health services, de-
fense). While giving subjects the ability to create an advi-
sor profile with any combination of age, gender, race, and
profession of their liking, we also presented subjects with
a suggested advisor profile. This study expands on previous
national polls, by outlets like Gallup & Pew Research Cen-
ter, that gauge the public’s preferences for these attributes,
by utilizing more recent developments in survey and anal-
ysis techniques to investigate the relative and simultane-
ous influence of preferences (Reinhart 2020; Doherty 2020;
Shafranek 2019; Carey et al. 2020). We analyze preferences
at the national level due to easier access to a larger number
of people at that level, but this interface and statistical ap-
proach are primarily of great utility at smaller organizational
levels, from government to companies, where opportunities
for targeted interventions are possible. We present a visual
and conjoint analysis of the collected data herein, and make
the codebase publicly available to facilitate extensibilty1.

Terminology Throughout this paper, we refrain from la-
belling what we observed as biases because we can not know
for certain what drove subjects to make the decisions they
made. Instead, we will refer to subjects’ decisions as stated
preferences where we define a preference as a greater lik-
ing for one option over another (or others) resulting from
a combination of implicit bias, strategic considerations, and

1https://github.com/x-labs-xyz/aaai-hcomp21-preferences
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other behavioral factors (Elsesser and Lever 2011; Dictio-
nary n.d.; Hainmueller, Hopkins, and Yamamoto 2014). In
the context of our experiment, strategic considerations in-
clude the selection of an advisor’s profession based on rele-
vant authority that profession brings to the funding request
(e.g. medical doctor requesting funds for medical research),
and the selection of advisor demographic attributes that im-
prove the odds of success because of discrimination and/or
systemic bias that are not held by the subject, but are never-
theless perceived to be relevant for success. For example, a
subject may not personally feel that men are more qualified
advisors, but may select a male nonetheless because they
perceive that society has a positive bias towards men, and
thus the selection of a male advisor will provide a strate-
gic advantage in the acquisition of funds (Gong, Xu, and
Takeuchi 2017; Santana 2018).

Hypotheses Based on previous U.S. based surveys of indi-
vidual preferences for a set of age, gender, race, and profes-
sion options, and taking into consideration current debates of
cultural and political significance, we investigated whether
our experiment supports the following research hypotheses:

• H1: There is a preference for younger advisors over older
advisors.

Over 40 years ago, the U.S. congress passed the Age Dis-
crimination in Employment Act, which forbade employment
discrimination against workers over the age of 40 (of La-
bor n.d.). However, in an increasingly aging U.S. popula-
tion, there remains to be subtle and explicit manifestations
of discrimination against older workers, including a few rel-
atively recent and high profile age discrimination lawsuits.
Studies on age discrimination include Lössbroek et al’s anal-
yses which showed that the valuation of applicants’ skills
and age are largely independent (Lössbroek et al. 2020), and
Carlsson and Eriksson’s study which showed that women
experience more age discrimination than men, highlighting
the need for an intersectional examination of age discrimi-
nation. (Carlsson and Eriksson 2019; Neumark, Burn, and
Button 2017).

• H2: There is a preference for STEM-related professions
over non-STEM-related professions.

A recent 2019 Gallup poll on the trustworthiness of profes-
sions showed that nurses, engineers, doctors, and pharma-
cists are viewed as the most trustworthy professions, despite
debates over the public’s increasing distrust in science and
scientists (Fink 2019; Krause et al. 2019; Reinhart 2020).
Studies on trust in professions have largely focused on inde-
pendent examinations of select professions/industries (e.g.
journalism), and less on relative perceptions (Lewis 2020;
Willnat, Weaver, and Wilhoit 2019; Webster 2018). Our
study attempts to paint a picture of relative preferences to
better reflect the reality of forming opinions and making
choices in the real world.

• H3: There is variation in gender and racial preferences
along political party lines.

A recent report by the Pew Research Center showed that
U.S. voters’ attitudes towards gender and race are even more

divided along party lines in 2020 than they were in 2016, in-
dicating an increasingly critical relationship between politi-
cal party self-identification and preferences (Doherty 2020;
Enns 2018). Studies also point to the influence of politi-
cal party self-identification on nonpolitical decisions, mak-
ing it an important factor to examine. For instance, Gift and
Gift show how political signals in resumes affect hiring, and
Shafranek shows, through conjoint analysis, how political
considerations factor into roommate choice (Gift and Gift
2014; Shafranek 2019).

Related Work
Implicit Bias There have been numerous studies that
investigate implicit biases and preferences, particularly
through web-based crowdsourced experiments. These stud-
ies have focused on specific human attributes such as gender,
race, and age. Studies have focused on identifying gender
biases in language; Tang et al. studied the effects of gender-
biased terminology in job listings and its impact on who
applies to what jobs (Tang et al. 2017). Other research ex-
panded from studying gender biases to studying both gen-
der and racial biases; Thebault-Spieker et al. used an Ama-
zon Mechanical Turk (AMT) based study and a Bayesian
approach to investigate racial, gender, and reputation bias
in the evaluation of gig workers (Thebault-Spieker et al.
2017). Further, age biases have also been investigated; Kauf-
mann et al. and Lindner et al. focused their research on
age-based biases in hiring decisions, where Kaufmann et
al. used an AMT experiment to study hiring decisions us-
ing facial age appearance and Lindner et al. surveyed more
than 1,000 U.S. based adults to investigate the relationship
between age-based hiring discrimination and self-perceived
objectivity (Lindner, Graser, and Nosek 2014; Kaufmann
et al. 2017). In our own work, we are interested in utiliz-
ing a similar web-based, crowdsourced experimental frame-
work applied to study individual preferences across multiple
attributes.

Conjoint Analysis for Choice-based Data Studies that
examined multidimensional preferences in choice selec-
tions, ranging from roommate choices to immigrant choices,
typically utilized sociotechnical setups and conjoint analy-
sis to generate estimations of the causal effects of multiple
treatment components simultaneously (Meyerding and Merz
2018; Verma and Chandra 2018; Anand, Bansal, and Ag-
grawal 2018; Hainmueller, Hopkins, and Yamamoto 2014).
In Awad et al.’s The Moral Machine experiment, which was
designed to explore people’s decisions in the moral dilem-
mas of autonomous vehicles (i.e. trolley problem), conjoint
analysis was used to compute the average marginal compo-
nent effect of nine preferences simultaneously using a sam-
ple size of over 30 million (Awad et al. 2018). Also, in the
field of electoral politics, Gutiérrez-Romero and LeBas uti-
lized conjoint analysis to inspect the role of electoral vio-
lence with respect to a candidate’s profile and performance,
on vote choice and willingness to vote in Kenya (Gutiérrez-
Romero and LeBas 2020).

While the scope and scale of the analysis of previous work
have had a strong impact in the field, less work has focused
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on studying the multidimensional nature of biases and pref-
erences in a context where a decision made by one indi-
vidual would have a more direct, tangible, and medium-to-
long-term social impact (as is the case of allocating funds
for government-expenses which is the focus of this paper);
a presidential candidate may be thought to manage a sys-
tem indirectly (Meier and O’Toole Jr 2006), immigrants
may seem like a distant cause (Markowitz and Slovic 2020),
while the trolley problem results in an immediate life-or-
death situation (Edmonds 2013).

Experiment Setup & Data Collection
This study was approved by the Human Subjects Research
Program Institute Review Board (IRB) at New York Univer-
sity Abu Dhabi.

Dataset Creation
Real-world Government Expenses A total of 49 ex-
penses were curated for this experiment in the following
seven categories: (1) health services, (2) defense, (3) pub-
lic assistance, (4) environmental protections, (5) education,
(6) scientific and medical research, and (7) debt. The cate-
gories, as well as the specific expenses that fall under them,
were derived from available online data on federal income
tax expenditures (Center 2020). Individual experimental tri-
als included a specific expense drawn from a given expense
category.

Profiles from Census Data and Research Surveys Four
advisor attributes were selected to study subject preferences:
(1) age, (2) gender, (3) race, and (4) profession. In this pa-
per, we refer to a specific value within an attribute as an
attribute-level (e.g. male is an attribute-level of the gender
attribute). For the age attribute, there were three attribute-
levels: 25, 45, and 75 years of age; these attribute-levels
were meant to represent young, middle-aged, and senior
individuals respectively (Richardson et al. 2013; Derous
and Decoster 2017). For the gender attribute, there were
two attribute-levels: male and female; these attribute lev-
els were selected to capture stereotypical gender-related
responses and preferences (Wijenayake et al. 2019). For
the race/ethnicity attribute, there were four attribute-levels:
White, Black, Latino, and Asian; these attribute-levels con-
stitute the four largest racial/ethnic groups in the U.S.
(QuickFacts 2019). For the profession attribute, 16 profes-
sions were derived from a recent Gallup poll that explored
the perceptions of individuals towards professions (Reinhart
2020). For the purposes of our analysis, these professions
were represented as four attribute-levels that reflect profes-
sional category: (1) governance-related professions (state
governor, congress member, police officer, union leader),
(2) science, technology, engineering, and math (STEM) -
related professions (engineer, medical doctor, nurse, phar-
macist), (3) business-related professions (insurance sales-
person, business executive, stockbroker, advertising practi-
tioner), and (4) other professions (lawyer, university pro-
fessor, journalist, clergy). Along with these four attributes,
advisors were given stereotypical racial and gendered rep-
resentations with names as well as avatars designed using

Apple’s Memoji application (Support 2020; Herring et al.
2020; Stark 2018). A dataset consisting of all the possible
combinations of expenses, ages, genders, races, and profes-
sions was then synthesized and randomly sampled during
the experiment.

Experiment Task
Task Web Layout Our web-based experiment presented
subjects with an expense and instructed them to create an ad-
visor that they believe would successfully pitch that expense
for government funding. To this end, subjects could cus-
tomize the advisor’s attributes (age, gender, race, and pro-
fession) from a pre-specified set (e.g. 25, 45, or 75 years old
for age). The specific expense fell under one of the seven
categories outlined in the previous section, where both the
specific expense and the expense category were displayed
on the screen in each task. Additionally, subjects were in-
formed that an advisor had been suggested to them in each
task and were rendered with that advisor’s specific attributes
(e.g. Age: 25 [years old], Gender: female, Race: White, and
Profession: journalist). The attributes of the suggested ad-
visor were selected at random, remained fixed, and served
to establish a reference point from which the subject may
specify their custom advisor (Boncinelli et al. 2020). Sub-
jects were able to either re-select the same attributes as that
displayed for the suggested advisor, or select alternative at-
tributes. This approach was adopted to avoid confounding
factors that could arise from an incongruent user interface
design (i.e. one-click to select the suggested advisor ver-
sus eight clicks to customize an advisor profile). As sub-
jects customized their advisor, they were able to either select
the same attribute-levels as that of the suggested advisor,
or choose entirely new attribute-levels. As attributes were
specified, the custom advisor was rendered with an avatar
and name conditioned on the selected age, gender, and race.
Once the subject completed their selection of all four at-
tributes, a submit button was enabled, allowing subjects to
submit their selections and move on to the next task. The
layout of the task web page can be seen in Appendix Fig-
ure 6.

Task Information Order & Presentation Each experi-
mental session consisted of 15 tasks and a survey on sub-
jects’ demographic backgrounds, socioeconomic conditions,
and political outlooks. Within each of these 15-task ses-
sions, one task consisted of an expense from a randomly se-
lected expense category, while the other 14 tasks consisted
of two tasks under each of the seven expense categories.
As subjects customized their advisor, they were presented
with all the age attribute-levels (three options), all the gen-
der attribute-levels (two options), all the race attribute-levels
(four options), but only four options from the 16 profession
attribute-levels. The number of options presented under pro-
fessions was reduced from the full number to avoid over-
whelming subjects and to ensure they consider each option
as they choose their preferred profession. Out of these four
profession options, one of them was always the suggested
advisor’s profession to ensure that option was always avail-
able for re-selection. As for the other three options, one pro-
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fession was randomly selected from each of the other three
unrepresented categories of professions. The order the op-
tions were presented in the drop-down menus was random
and changed in each task in a session to reduce the effect of
order on results (Arechar, Kraft-Todd, and Rand 2017).

End-of-Experiment Demographic Survey The study
concluded with a survey collecting information on subjects’
demographic backgrounds, socioeconomic conditions, and
political outlooks. The survey consisted of eight multiple
choice questions on subjects’ gender, age, educational de-
gree level, ethnicity, income, political views, voting behav-
ior in the 2020 U.S. national elections, and religion.

Data Collection, Crowd-sourcing, and Processing
The study was conducted using AMT human intelligence
tasks (HITs). This was motivated by AMT’s quick and easy
access to a large number of people located in the U.S., our
target population (Buhrmester, Talaifar, and Gosling 2018;
Stewart et al. 2015), and by the success of previous stud-
ies on age, gender, and race biases using AMT (Berinsky,
Huber, and Lenz 2012; Gardner, Brown, and Boice 2012;
Nadler and Kufahl 2014).

AMT HIT Parameters To ensure the quality and rele-
vance of the collected data, a number of qualifications were
placed which AMT workers had to meet to complete our
HITs: (1) workers completing our HITs should have previ-
ously completed at least 1000 HITs, (2) workers completing
our HITs should have an approval rating of at least 95%, and
(3) workers should be located in the U.S. (Hunt and Scheetz
2019). Our study also included two attention checks to flag
subjects who may have not been paying attention to the tasks
(Aruguete et al. 2019). These two checks involved replacing
the field that usually includes information about the expense
with a direct instruction to choose the same attribute-levels
as the suggested advisor (in the first check) and entirely
different attribute-levels than the suggested advisor (in the
second check) (Abbey and Meloy 2017). A single HIT con-
sisted of a single complete study in addition to the attention
checks (Mellis and Bickel 2020).

Data Collection Whenever a task in a HIT was submit-
ted, the task identification number and the customized advi-
sor attributes were collected and sent to a remote server and
stored in a secure PostgreSQL (PSQL) database. Each sub-
ject was then redirected to the next task until they reached
the first attention check, second attention check, and finally
the survey. The subject’s survey answers were collected and
stored in the database along with the HIT ID, assignment ID,
anonymized subject ID, IP address, submission timestamp,
and the two attention check binary variables (whether or not
they passed the attention check).

Following collection, the data were then processed to ex-
clude submissions from subjects who: (1) failed either one
of the attention checks, (2) were located outside the U.S.
(filtered by the collected IP addresses), and/or (3) had in-
complete results. This processing excluded data from 698
subjects, reducing the number of subjects from 1420 to 722

subjects. In total, this resulted in 10,830 examples available
for use in the analyses (722 subjects ∗ 15 tasks-per-subject).

Binary Encoding of Changes in Choice (4 features) We
captured in four binary features ({age, gender, race, profes-
sion} changed) whether subjects selected attributes for their
customized advisor that were the same as the suggested ad-
visor, or different from the suggested advisor. A difference in
value was indicated by a ‘1’ and no difference in value was
indicated by a ‘0’. This was used to generate the conjoint
analysis dataset.

Methods
Conjoint analysis is a methodological approach used to
breakdown factors involved in decision-making through
evaluating multiple hypothetical choices of profiles. In dis-
crete choice-based conjoint analysis, subjects are presented
with two or more profiles with varying attribute-levels and
are asked to choose between these profiles (Green and Srini-
vasan 1990). Compared to traditional survey techniques,
conjoint analysis presents users with multiple attributes si-
multaneously thus reducing social desirability response bias
and allowing us to measure the different trade-offs subjects
make (Hainmueller, Hopkins, and Yamamoto 2014). In this
experiment, using the customization exercise, we cast our
tasks as choice-based conjoint tasks involving choosing be-
tween two profiles: (1) the suggested advisor profile or (2)
the customized advisor profile.

Outcome Target: ‘selected’ Profile The dependant fea-
ture for this model was a binary feature that represented
whether the advisor profile was or was not selected by a sub-
ject; ‘1’ indicated a selected profile, and ‘0’ otherwise.

Advisor Attributes as Input (9 features) The four advi-
sor attribute features (age, gender, race, and profession cate-
gory) were dummy-coded where 25/young was the reference
group for age, female was the reference group for gender,
White was the reference group for race, and governance-
related professions was the reference group for profession
category. This encoding yielded nine features as model in-
puts.

Modeling Approach There are several approaches to an-
alyzing conjoint tasks from Bayesian hierarchical modelling
to ordinary least squares (OLS) regression (Green, Krieger,
and Wind 2001). In our analysis, we employed Hainmuller
et al.’s approach using logistic regression instead of an OLS
regression (Hainmueller, Hopkins, and Yamamoto 2014).
Logistic regression was performed on our data where the
outcome target ‘selected’ was regressed on the nine dummy
input features of the attribute-levels. This was performed in
two ways: (1) on the entire dataset for the global analysis,
and (2) on the subsets of the dataset with subjects whose
self-identified political affiliation was either ‘Democrat’ or
‘Republican’. All the models were trained and tested on both
the entire dataset/subsets of the dataset and using leave-one-
subject-out (LOSO) cross validation (Koul, Becchio, and
Cavallo 2018). The performance metric utilized was the area
under the receiver operating characteristic curve (AUROC);
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it provides a single value robust to problems where data is
not necessarily balanced, and evaluates across various lev-
els of classification thresholds (Hosmer Jr, Lemeshow, and
Sturdivant 2013).

Given the advisor attribute-level features X as model in-
puts, and the model output as probability Pr that an advi-
sor profile outcome target Y would be ‘selected’ by subjects
(Y = 1), the logistic regression model is defined as:

Pr(Y = 1) =
exp(β0 + β1X1 + ...+ β9X9)

1 + exp(β0 + β1X1 + ...+ β9X9)
(1)

where X1, ..., X9 are the nine dummy-coded input fea-
tures of the advisor attribute-levels, β1, ..., β9 are the esti-
mated regression coefficients for each of the input features,
and β0 is the regression intercept (Hosmer Jr, Lemeshow,
and Sturdivant 2013).

Average Marginal Component Effect The average
marginal component effect (AMCE) is the marginal effect
of an attribute-level averaged over the joint distribution of
the remaining attribute-levels. Since our experiment utilized
completely independent randomization, making attributes
mutually independent, the estimation of the AMCE and in-
terpretation of the results was significantly simplified. Thus,
the estimated AMCE of each attribute-level was interpreted
as the average change in the probability that a profile will be
selected when it includes that attribute-level instead of the
reference attribute-level.

The results of each regression were used to estimate the
AMCE π of each attribute-level j (e.g. middle-aged, senior)
in a given attribute i (e.g. age). The AMCE was then used
to calculate the importance Imp for a given attribute (i.e.
Impi), which is the difference between the maximum and
minimum AMCE values across all attribute-levels. It was
calculated as follows:

Impi = max(πj
i )−min(π

k
i ) (2)

where k is the kth attribute-level of the ith attribute. Given
the value of attribute importance, we then calculated the rel-
ative importance Rel − Imp of each attribute (i.e. Rimpi),
which is the normalized importance. It was calculated as fol-
lows:

Rimpi =
Impi∑m
i=1 Impi

(3)

where m is the total number of attributes.

Results & Discussion
Demographics of AMT Subjects
Each HIT in the experiment was prized at 0.5 USD and took
an average of 3 to 5 minutes to complete. The most repre-
sented states subjects completed the experiment from were
California (71 subjects), Texas (45 subjects), New York (42
subjects), Florida (39 subjects), and New Jersey (35 sub-
jects), which was generally proportional to the population
across states in the U.S2.

2https://www.census.gov/

In this study, slightly more women (55%) than men
(44%) participated. Subjects had a mean age of 35-44 years
with 26% of subjects falling in that age range. More than
half of the subjects had reported an education level of a
bachelor’s degree or higher (60.3%), and a majority self-
identified as White (72.3%). Approximately half of the sub-
jects’ self-identified political affiliation was as a Democrat
(46.8%), about one-quarter self-identified as a Republican
(23.9%), and the rest self-identifying as either an Indepen-
dent or Other. In terms of religiosity, the most prevalent re-
sponse of subjects was No Religion, Agnostic, or Atheist
(44.3%), while the next most prevalent response was Protes-
tant (27.7%).

Subjects’ Decisions on Age, Gender, Race, and
Profession
Visualizing Choices To understand subjects’ selection of
an appropriate advisor for the presented expense, we vi-
sually represented their decisions. Figures 1, 2, and 3 are
choice flow diagrams that show the frequency and direc-
tion of the change from different attribute-levels of the sug-
gested advisors to different selected attribute-levels of the
customized advisors. The widths of the bands are propor-
tional to the frequency of the choices made in that direction.

Younger Is Not Always Better: Middle-aged Advisors
Preferred Over Both Younger & Older Advisors While
we hypothesized (H1) that subjects would have a stronger
preference toward younger advisors (age = 25), it may be
inferred from Figure 1 that when subjects chose an age
that differed from that of the suggested advisor, subjects’
strongest preference was for choosing the middle-aged op-
tion (age = 45), both when suggested a younger option (age
= 25) and an older option (age = 75), thus nullifying H1. The

Figure 1: Age choice flow diagram. Diagram visualizes
the frequency and direction of transitions between the age
attribute-levels of the suggested advisors and the selected
age attribute-levels of the customized advisors. The diagram
shows that the middle-aged age option, 45, was the most
preferred option (25/young decreased by 30.8%, 45/middle-
aged increased by 80.5%, and 75/senior decreased by
48.5%).
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number of times 45/middle-aged was selected as the age at-
tribute of the customized advisors increased by 80.5% rela-
tive to the number of times it was suggested as the age at-
tribute of the suggested advisors, whereas the 25/young op-
tion decreased by 30.8% and the 75/senior option decreased
by 48.5%.

These results suggest that subjects viewed age as a proxy
for experience and previous success that could predict fu-
ture success of getting an expense approved for government
funding. However, since the oldest option (age = 75) was
still the least preferred option, it seems that preferences were
not entirely driven by perceptions of work experience and
competency, but may have accounted for an advisor holding
a more contemporary outlook since the mean age of subjects
was closer to the middle-aged group than the other two age
groups (Carlsson and Eriksson 2019).

No Clear Preference for an Advisor’s Gender For the
gender choice, Figure 2 seems to indicate that no clear pref-
erence initially appeared in the global analysis. 71% of tasks
involved subjects choosing the same gender as the suggested
advisor for their customized advisor where 51.7% of these
cases involved choosing female again and 48.3% involved
choosing male again. As for the remaining 29% of tasks
where the gender other than the suggested advisor gender
was selected, 49.3% involved choosing female and 50.7%
involved choosing male. The number of times male was se-
lected as the gender attribute of the customized advisors in-
creased by only 0.74% relative to the number of times it was
suggested as the gender attribute of the suggested advisors,
whereas female decreased only by 0.70%. The gender at-
tribute was further explored in the conjoint analysis.

Majority White Subjects Seem to Prefer White As Ad-
visor’s Race As for the race choice, Figure 3 indicates
the strongest preference that appeared when subjects chose
a race for their customized advisor that differed from that

Figure 2: Gender choice flow diagram. Diagram visualizes
the frequency and direction of transitions between the gen-
der attribute-levels of the suggested advisors and the se-
lected gender attribute-levels of the customized advisors.
The diagram shows that there was no clear preference be-
tween male and female at this level of analysis (male in-
creased by 0.74% and female decreased by 0.70%).

of the suggested advisor was choosing White when the sug-
gested advisor race was any of the other races. The number
of times White was selected as the race attribute of the cus-
tomized advisors increased by 27.2% relative to the num-
ber of times it was suggested as the race attribute of the
suggested advisors. The White attribute-level was the only
race attribute-level to experience an increase. The second
strongest preference was for choosing Black, which experi-
enced a decrease of 1.51%, followed by choosing Asian with
a decrease of 14.2%, finally followed by choosing Latino
with a decrease of 19.4%.

The strong preference towards choosing White advisors
may be explained in a number of ways. Given that 72.3%
of our subjects identified as White, this preference may be
a result of similarity or affinity bias which has been studied
and demonstrated to be influential in decision-making (Roth
et al. 2020; Ye et al. 2017; de Kock and Hauptfleisch 2018).
Secondly, since subjects were asked to create a profile which
they believe will successfully obtain funding from the gov-
ernment, the strong preference towards White advisors can
be a result of people’s belief that there is existing bias in
high-stakes decision-making that favors White individuals
and existing discrimination towards people from other races
which would make a White advisor more likely to succeed
in obtaining funding (Dehon et al. 2017; Capers IV et al.
2017; Einstein and Glick 2017). Finally, this could be at-
tributed to implicit biases favoring White individuals among
White participants, as well as participants of all ethnicities.
However, our sample size of non-White subjects was small
and thus this interpretation may not be mildly supported by
the data. Preferences for different ethnicites and genders var-
ied across different political party self-identifications where
Republican subjects showed a stronger preference for White
and male advisors compared to Democrat subjects.

Figure 3: Race choice flow diagram. Diagram visualizes
the frequency and direction of transitions between the race
attribute-levels of the suggested advisors and the selected
race attribute-levels of the customized advisors. The dia-
gram shows that White was the most preferred option (White
increased by 27.2%, Black decreased by 1.51%, Latino de-
creased by 19.4%, and Asian decreased by 14.2%).
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Academics, Government Officials, Business Executives,
& Scientists Are Among Most Preferred Professions In
Appendix Figure 7, we plotted a transition matrix which vi-
sualizes the frequency and direction of the selection for pro-
fessions between the suggested advisor attribute to that of
the customized advisor. There are a number of key patterns
that we can observe from the figure. First, we observe that
the most popular selection and relatively consistent change
from all of the suggested professions was to the university
professor profession. This may be because university profes-
sors are viewed as both knowledgeable and relatively impar-
tial, and thus being a more appropriate choice for an advisor
both overall and relative to other professions.

Next, at the level of profession categories, switching
to a governance-related or a STEM-related profession oc-
curred more frequently than switching out of these pro-
fessions. The popularity of governance-related professions
may be attributed to our experiment involving government
funds which may have naturally led to subjects selecting
governance-related professions (who are already in govern-
ment) as being the most likely to achieve success. The pop-
ularity of STEM-related professions may be due to a per-
ception of subject expertise that would be appropriate for
several healthcare / science / education related expenses.

On the other hand, business-related professions showed
the opposite pattern with the exception of the business exec-
utive profession. The business executive profession appeared
notably more preferable than the other business-related pro-
fessions and even more preferable than some of the profes-
sions in other categories (e.g. police officer, journalist, or
lawyer). This trend may be due to a perception that exec-
utives have leadership and managerial skills and so can be
convincing, and thus have a more relevant set of skills than
a stockbroker, insurance salesperson or advertising prac-
titioner who may be perceived to have a tangential set of
skills.

Finally, the journalist profession was one of the least pop-
ular professions in the profession categories other than the
business-related professions. This may be due to a nega-
tive perception that journalists are not truly impartial, and
reduced public trust in the media as evidenced by exten-
sive on-going discussions around media and trust (Tandoc Jr,
Jenkins, and Craft 2019; Willnat, Weaver, and Wilhoit 2019;
Lewis 2020; Newman and Fletcher 2017).

Overall, these results only partially support our hypothe-
sis H2, as even though STEM-related professions were quite
preferable, governance-related professions and the business
executive profession were also quite popular, at times as
popular as or more popular than some of the STEM-related
professions.

Global Conjoint Analysis: Confirms Choice-flow
and Transition Trends for Advisor Attributes
To examine the relative importance of advisor attributes si-
multaneously, we computed the AMCE of each attribute-
level and the relative/normalized importance of each at-
tribute. The AUROC of the logistic regression model used
in this analysis was 0.68 when trained and tested on the en-
tire dataset and also 0.68 when using LOSO cross valida-

tion. All attribute-levels were found to be statistically sig-
nificant (p < 0.05) except for other professions. Table 1
shows the AMCE of all the possible advisor attribute-levels
relative to the unplotted reference levels of each attribute
(age: 25/young, gender: male, race: White, and profession:
governance-related professions).

The attribute-level that had the greatest effect not only for
the age attribute but for all the attributes was 45/middle-
aged. Additionally, as previously observed, the White
attribute-level had the highest positive change effect for the
race attribute, and the difference between the effect of the
male and female attribute-levels is very small. The results
from this analysis also confirmed the trends seen in Ap-
pendix Figure 7 at the level of profession categories show-
ing a stronger preference for STEM, governance-related,
and other professions (mostly driven by the popularity of
the university professor profession) compared to business-
related professions. The greatest variation in preferences
within one of age, gender, race, or profession was seen in
the age attribute with the difference between the preference
for 45/middle-aged and 75/senior, followed by the profes-
sion attribute with the difference between the preference for
STEM-related professions and business-related professions,
followed by the race attribute with the difference between
the preference for White and Latino, and finally followed by
the gender attribute with the difference between the prefer-
ence for female and male.

The relative/normalized importance was also calculated
showing that age was the most important attribute in this
decision-making task, followed by profession, race, and fi-
nally gender which was 56.4% less important than age.

Local Conjoint Analysis: Political Outlook is
Associated with Gender & Race Preferences
We were interested in understanding if cross-sections of sub-
jects demonstrated differences in preferences from the ag-
gregate set of subjects; we term this as local conjoint anal-
ysis. For the local conjoint analysis, we were interested in

dy/dx std err p-val
mid-aged 0.251 0.006 < 0.001

senior -0.052 0.008 < 0.001
female 0.014 0.006 < 0.001
black -0.032 0.009 < 0.001
latino -0.088 0.009 < 0.001
asian -0.067 0.009 < 0.001

stem prof. 0.023 0.008 0.005
business prof. -0.084 0.009 < 0.001

other prof. 0.004 0.008 0.631

Table 1: AMCE values (dy/dx) of the various attribute-
levels in age, gender, race, and profession on subjects’ se-
lection of an advisor. All attribute-levels were found to be
statistically significant (p < 0.05) except for other profes-
sions. The attribute-level with the highest AMCE was an age
of 45/middle-aged. Within gender, race, and profession, the
attribute-levels with the largest AMCE were female, White,
and STEM-related professions respectively.
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the following three properties: (1) a cross-section of sub-
jects with a self-selected outlook (i.e. not physiological or
a function of birth), (2) which in the specific context of
government-expense funding would be an identity in which
decision-making values are derived from, and (3) contain a
sample size greater than 20% of the total number of subjects.
Therefore, satisfying these three conditions, a cross-section
of subjects’ self-identified political outlook was studied.

Two subsets of the dataset were created, one with re-
sponses only from subjects who self-identified as Democrat
(n = 338) and one with responses only from subjects who
self-identified as Republican (n = 173). Similar analyses to
the ones previously described were then performed on these
two subsets and the results were compared. The AUROC
values of the logistic regression models used in this anal-
ysis were 0.68 / 0.68 (full data / LOSO cross-validation)
and 0.70 / 0.69 (full data / LOSO cross-validation) for the
Democrat and Republican subsets respectively. All attribute-
levels were found to be statistically significant (p < 0.05) ex-
cept Black, STEM-related professions, and other professions
for Democrat subjects, and business-related professions and
other professions for Republican subjects.

(a) gender choice flow diagram - Democrats (n = 338)

(b) gender choice flow diagram - Republicans (n = 173)

Figure 4: Gender choice flow diagrams for Democrat sub-
jects (n = 338) and Republican subjects (n = 173). Demo-
crat subjects made more transitions from male to female ad-
visors, whereas Republican subjects made more transitions
from female to male advisors.

Gender Observations Along Political Party Lines Fig-
ure 4 shows the gender choice flow diagrams for Democrat
subjects (Figure 4a) and Republican subjects (Figure 4b).
The diagrams show that Democrat subjects made more tran-
sitions from male to female advisors than from female to
male advisors, whereas Republican subjects made more
transitions from female to male advisors than male to female
advisors. For Democrat subjects, the number of times female
was selected as the gender attribute of the customized advi-
sors increased by 6.68% relative to the number of times it
was suggested as the gender attribute of the suggested ad-
visors, whereas male decreased by 6.97%. Republican sub-
jects showed the opposite trend; the number of times female
was selected as the gender attribute of the customized advi-
sors decreased by 11.0% relative to the number of times it
was suggested as the gender attribute of the suggested advi-
sors, whereas male increased by 11.5%.

The difference in gender preferences along party lines
was also seen in the local conjoint analysis AMCE results
in Tables 2 and 3. Conjoint analysis was completed on the
two subsets of the dataset, one with responses from Demo-
crat subjects the other with responses from Republican sub-
jects. Table 2 shows that for Democrat subjects, the female
attribute-level had a larger positive effect on the choice than
the male attribute-level indicating a greater preference for
female advisors among Democrat subjects. On the other
hand, the table shows that for Republican subjects, the male
attribute-level had a larger positive effect than the female
attribute-level indicating a greater preference for male advi-
sors among Republican subjects. The difference in the effect
between male and female among Democrat subjects was ob-
served to be slightly greater than the difference among Re-
publican subjects, indicating that the preference for female
advisors among Democrat subjects was slightly stronger
than the preference for male advisors among Republican
subjects. These differences may be due to differences in
outlook, and/or a more nuanced view on differences in ef-
fectiveness of advisor profiles as perceived by a third-party;
for example, subjects from either political identity may ac-
knowledge that government is a male-dominated environ-
ment, so Republican subjects may feel that a male would
be better received as an advisor, whereas Democrats may
feel strongly for female representation regardless of the per-
ceived efficacy of such a candidate as perceived by a third-
party.

Race Observations Along Political Party Lines Fig-
ure 5 shows the race choice flow diagrams for Democrat
subjects (Figure 5a) and Republican subjects (Figure 5b).
The diagrams for both show that most transitions to a single
race were transitions to White. However, Democrat subjects
made more transitions from White to other races and less
transitions out of non-White races compared to Republican
subjects, whose difference between transitioning from other
races to White and transitioning from White to other races
was more profound. For Democrat subjects, both the White
and Black attribute-levels experienced an increase, by 15.8%
and 7.90% respectively, in the number of times they were se-
lected as the race attributes of the customized advisors rela-
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dy/dx std err p-val
mid-aged 0.2296 0.009 < 0.001

senior -0.0802 0.012 < 0.001
female 0.0425 0.009 < 0.001
black 0.0052 0.013 0.680
latino -0.0633 0.013 < 0.001
asian -0.0471 0.013 < 0.001

stem prof. 0.0112 0.012 0.361
business prof. -0.1032 0.013 < 0.001

other prof. 0.0010 0.012 0.937

Table 2: AMCE values (dy/dx) of advisor attribute lev-
els for Democrat subjects. The preference for White and
male advisors compared to advisors of other races was
lower for Democrat subjects than for Republican subjects.
All attribute-levels were found to be statistically significant
(p < 0.05) except for Black, STEM-related professions, and
other professions.

dy/dx std err p-val
mid-aged 0.273 0.012 < 0.001

senior -0.039 0.016 0.019
female -0.035 0.013 0.008
black -0.088 0.017 < 0.001
latino -0.123 0.018 < 0.001
asian -0.100 0.017 < 0.001

stem prof. 0.045 0.017 0.007
business prof. -0.024 0.018 0.168

other prof. 0.016 0.017 0.332

Table 3: AMCE values (dy/dx) of advisor attribute lev-
els for Republican subjects. The preference for White and
male advisors compared to advisors of other races was
lower for Democrat subjects than for Republican subjects.
All attribute-levels were found to be statistically significant
(p < 0.05) except for business-related professions and other
professions.

tive to the number of times they were suggested as the race
attributes of the suggested advisors. Latino and Asian, how-
ever, both experienced a decrease by 15.1% and 12.8% re-
spectively. The favorability of the White attribute-level was
lower and the favorability of the other race attribute-levels
was higher in the Democrat subset of the dataset compared
to the entire dataset. However, the opposite trend is seen with
Republican subjects, where the favorability of the White
attribute-level was much higher and the favorability of the
other race attribute-levels was lower compared to the entire
dataset. For Republican subjects, only the White attribute-
level experienced an increase, and it was a significant one of
50.1%, in the number of times it was selected as the race
attribute of the customized advisors relative to the num-
ber of times it was suggested as the race attributes of the
suggested advisors, whereas the Black, Latino, and Asian
attribute-levels all experienced a decrease of 14.9%, 29.7%,
and 20.7% respectively.

The difference in race preferences along party lines can
also be seen in the conjoint analysis Tables 2 and 3. For both

Democrat subjects and Republican subjects, the Latino and
Asian attribute-levels had a negative effect on the probability
that an advisor profile was selected. However, the negative
effect was greater for Republican subjects than for Demo-
crat subjects. Additionally, while all three Black, Latino,
and Asian race attribute-levels decreased the probability that
an advisor was selected by Republican subjects, the Black
attribute-level slightly increased the probability that an advi-
sor is selected by Democrat subjects, although this increase
was not statistically significant. This indicates a stronger
preference for White advisors specifically among Republi-
can subjects compared to Democrat subjects. Overall, these
results support our hypothesis H3 that gender and race pref-
erences varied along party lines.

(a) race choice flow diagram - Democrats (n = 338)

(b) race choice flow diagram - Republicans (n = 173)

Figure 5: Race choice flow diagrams for Democrat subjects
(n = 338) and Republicans subjects (n = 173). The dia-
grams for both show that most transitions to a single race
were transitions to White. However, in the data collected
from Democrat subjects, more transitions were made from
White to other races and less transitions were made out of
non-White races.
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Limitations & Future Directions
Studies have found AMT workers to be younger, female,
more liberal, and with lower incomes than the general U.S.
population (Shank 2015; Berinsky, Huber, and Lenz 2012).
This was the case in our AMT worker population which con-
sisted of more females, more self-identified Democrats, and
a majority that held bachelor’s degrees or higher levels of
education. These trends, along with the observation that the
majority of our subjects self-identified as White, posed a
limitation on the analyses, results, and conclusions that were
possible in this study. With a more diverse and representative
sample, deeper inquiries would have been pursued. Thus,
additional research is needed to gauge whether the results of
this study are generalizable at the national level.

Our study is also limited when it comes to identifying the
underlying sources of preferences; it does not disentangle
what choices result from implicit biases towards/against cer-
tain demographics versus what choices result from the per-
ception of bias and discrimination in the present day U.S..
Given the current polarized cultural/political climate in the
U.S., a subject’s preferences may be strongly driven by ei-
ther one or both of a subjects own implicit biases and/or their
perception of external bias. These hidden factors motivate
an experimental design which builds on our existing obser-
vations, and would help answer these nuanced questions in
future studies.

Conclusion
Understanding people’s preferences is necessary to consol-
idate a better understanding of political and cultural ten-
sions and their influence on decisions that impact society.
A traditional approach is to ask survey questions directly
on perceived competence and electing representation. How-
ever, an alternative approach is to conduct a discrete-choice
exercise to select between two candidate profiles. This sec-
ond approach has the advantage of revealing the underly-
ing rank of preferences through statistical modeling. We ap-
plied such an approach through a web-based experiment on
AMT tasking 722 U.S. based individuals to select attributes
of an advisor that could successfully pitch government-
expenses to fund. Utilizing conjoint analysis, we observed
strong preferences for advisors that were White, middle-
aged, and held government/STEM-related professions (0.68
AUROC, p < 0.05). We also observed shifts in gender
preferences across self-identified political affiliations (0.70
AUROC, p < 0.05). This work motivates further stud-
ies in understanding the underlying reasoning for prefer-
ences that individuals may hold to help distinguish between
(sub)conscious prejudices, lack of cross-boundary experi-
ences, conscious adoption of a utilitarian outlook, and/or
other possible reasons.

Appendix

Figure 6: Screengrab of a single task. Tasks consisted of an
instructions section (A) with the expense information (B), a
suggested advisor section (C), a customized advisor section
(D) with drop-down menus for customization, and a submit
button (E) which was only enabled after subjects customized
all attributes.

Figure 7: Professions choices bubble plot visualizing the fre-
quency and direction of transitions between the profession
attribute-levels of the suggested advisors and the selected
profession attribute-levels of the customized advisors. Tran-
sitions between professions in the same profession category
(which were not possible), and results from those who re-
selected the suggested advisor profession are not plotted.
The plot shows a preference for university professor, STEM-
related, and governance-related professions.
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